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Abstract 

Although reporting usability defects seems straightforward, usability defects are more difficult to 

validate and report than functional defects. This is because usability aspects involve a user’s feelings 

and emotions, and “struggling with the software” are not objectively measurable and solely depend on 

human judgment. In the context of open source software (OSS) development, where usability design 

and qualitative assessment are handled by both technically savvy and non-savvy users with varying 

levels of knowledge and skills, reporting effective and useful usability defect descriptions becomes a 

challenge. Furthermore, current defect reporting tools such as Bugzilla that use a generic unstructured 

textual form to collect different types of defects make it impractical to produce high quality usability 

defect reports. In particular, the information requested in a generic form is often not contextually 

relevant and ignores the need for details pertinent to a defect type.  

This thesis extends the body of knowledge in software defect reporting with a focus on improving the 

reporting of usability defects in OSS projects. The thesis presents (i) a systematic literature review that 

highlights a number of limitations in existing defect report formats – mixed data, inconsistency terms 

and values of usability defect data, and insufficient attributes to describe usability defects; (ii) factors 

that influence the quality of the defect reports and the information needs for reporting usability defects 

identified using a set of survey instruments; (iii) a revised usability defect classification model that 

only considers information available in the context of OSS development; and (iv) an in-depth 

investigation of the structure and content of existing defect report forms and a new design for a 

usability defect reporting form that is informed by the survey findings. 

The revised open source usability defect classification model allows a better understanding of the trend 

of different types of usability defects, the impact of the problem on a user, and the nature of the failure 

qualifier of the problem. The new defect reporting forms and associated recommendations capture 

content adaptively and integrate better usability/ human-computer interaction principles. In particular, 

our findings if implemented can benefit less technical users by allowing the capture of contextualized 

usability-related attributes. 
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 1 

1 Introduction 

This chapter provides an overview of the research in this thesis. It presents the background and outlines 

the research areas. The research questions are introduced, as well as the problem to be investigated. 

The expected contributions of the research are also presented. This chapter ends with an overview of 

the thesis structure. 

1.1 Background 

Software usability is one of the prominent software quality characteristics that determines acceptance 

of a software product in today’s competitive market. When software does not perform in a way that is 

expected or has an adverse impact on the user, the software is said to have a defect. We define a 

usability defect as an unintended behaviour by the software that is noticed by the user and has an effect 

on user experience. The presence of usability defects will not only frustrate the user, but will also 

increase the project’s costs and timeline. Thus, making an effort to find usability defects and fix the 

issues at the earliest point in the software development lifecycle are key steps towards reducing 

software development cost while increasing the user’s satisfaction with software. In most common 

software development approaches, usability defects originate from two primary sources, as shown in 

Figure 1.1. 

The first source that uncovers usability defects is from usability evaluations. Examples of usability 

evaluations are usability testing, usability inquiry, heuristic evaluation, analytical modelling and 

simulation methods [1]. A usability evaluator in such usability studies is referred to as the expert 

evaluator who has had formal education, experience and knowledge of usability and/ or human 

computer interaction (HCI). During usability evaluation, raw usability data in the form of video and 

audio, sometimes supported with images and notes, are collected.  Based on this raw data, the usability 

evaluator will then write usability defect descriptions to be included in the final usability evaluation 

reports, either in the form of written documents or recorded via a digital system.  

Research in the field of formative usability evaluation reports concentrates mainly on finding 

effective ways of discovering usability defects. To date there has been given relatively little attention to 

the description of the discovered usability defects [2]. While there are various formats to describe 

software defects, there is no clear guidance on how to describe usability defects. The use of these 



 2 

formats often depends on the usability evaluator’s preferences and suitability of the usability evaluation 

method. It is thus not surprising that usability defect descriptions are often ad hoc and difficult to 

understand [3].  

 

Figure 1.1. An overview of usability defect discovery and reporting in the usability and software 

engineering fields. 

The second source for discovering usability defects is through black box testing performed by 

software testers. In closed source software development, the software tester is referred to as a non-

expert evaluator with often no or limited formal education, training and experience in usability or HCI. 

They assess the usability of the software product indirectly while verifying the product functionality. In 

this case, the actual users are not involved because the main purpose is not to test the software’s 

usability. If a software tester discovers any frustrating or confusing task, they will report it as a defect. 

This defect report is usually submitted and managed digitally via common software defect reporting 

tools such as Bugzilla, Jira or Trac. In this way, the information can be shared with different 

stakeholders (i.e., software developer, interface designer, and project manager) and the defect 

correction actions can be synchronously tracked and managed.  

Similar to closed source software development, defect reporters in open source software (OSS) 

have limited knowledge about usability. The difference is that anyone in OSS development – user or 

contributor - can report problems they find when using the software. According to Ko and Chilana [4], 
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OSS contributors consist of core and active developers, defect reporters and passive users. Their 

contributions to the OSS development are varied depending on their skills and experiences. Given the 

fact that OSS project development is both very diverse and distributed, usability defect management 

can be limited.  

There are several reasons as to why usability defect management in OSS projects is often 

neglected [5]. First, many of those who volunteer to contribute to software projects are programmers 

and many have limited knowledge and skills required for usability evaluation. For passive users who 

can be non-technical savvy users, creating technical defect reports for technical people is a challenge to 

them [6]. Second, in order to formally conduct formal usability evaluations, extra commitment from 

contributors is necessary. However, volunteers may not be able to, or want to spend more time on 

doing this. Therefore, to employ a usability methodology and expecting them to follow heavyweight 

usability processes is unreasonable if not impossible [6]. Third, the lack of HCI expert involvement 

may delay detection of critical factors relating to usability in OSS projects [7].  

Regardless of how usability defects are found and who is reporting the usability defects, usability 

defect reports should provide abundant information for different roles and responsibilities of 

stakeholders, from both managerial and technical aspects. From the managerial aspect, usability defect 

reports serve as a source of information for managing project schedules and resource allocation [8], 

team members selection, and guides the selection of appropriate techniques and methods. In contrast, 

interface designers and software developers use usability defect information for the purpose of defect 

correction. They are seeking information that can give them support for the defect correction process, 

such as event traces, proposed solutions [9] and steps to reproduce the defect.  

Ideally software testers and software developers should be co-located and work as single team to 

share responsibility for improving software quality. If defect reports are unclear, they can meet up and 

discuss the issue together. However, in the OSS development context where contributors are globally 

distributed, face-to-face conversations are almost impossible and even remote one to one 

communication is often limited. Therefore, having clear and meaningful usability defect descriptions is 

important to avoid information loss and confusion. Furthermore, in the absence of HCI experts in OSS 

development to consult on usability issues, the probability of usability defects being fixed is highly 

dependent on how well the usability defect descriptions can convince software developers that the 

reported defect is worth fixing. However, previous studies have shown that many usability defect 
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reports contain unclear and incomplete descriptions [10]–[13]. The lack of features in existing defect 

reporting tools for capturing usability defect attributes does not help, nor encourage reporters to submit 

a high quality and useful usability defect report [10]. These in turn lead to defect reporters often 

providing irrelevant, incorrect, and incomplete evidence.  

In order to empower and motivate OSS users to proactively submit high quality usability defect 

descriptions, we need to consider the needs of different OSS user backgrounds. While previous studies 

have demonstrated that even usability practitioners have difficulties in identifying critical usability 

defects [14]–[16] and recording important usability data, OSS contributors with different knowledge 

and experience may certainly not know what to report. They may also describe usability defects at 

different levels of abstraction and in different ways. Since information reported about a defect is a key 

element to ensure defects are rectified effectively, designing defect report forms to effectively capture 

usability defect data is a very important step in producing quality usability defect reports by OSS users 

who often have limited knowledge and experience in less time.  

1.2 Challenges in Reporting Usability Defects 

Reporting usability defects can be a challenging task, especially in convincing the software developers 

that the reported defect actually requires attention. The subjective nature of usability defects that cause 

confusion or problems for some people only [10] may require stronger evidence in the form of specific 

details. For example, a small clickable area of website hyperlinks on a touch screen device may only 

cause problems for those who have large fingers. To convince software developers that this finger 

touch problem is indeed a real problem, additional information is often needed.  

While it is recognized that usability defects are different to many other kinds of software defects, 

little has been done to understand these differences in terms of the way such usability defects should be 

reported. In fact, the effectiveness of existing defect reporting tools to support usability defects has 

been little explored. Based on our preliminary investigation of open source usability defect reporting 

practices [17] and previous studies [7], [10], we identified several challenges of reporting usability 

defects, as discussed below. 
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Challenge 1 – Generic defect report forms used for all types of defects. The universal use of a generic 

defect report form for all types of defects does not assist defect reporters to report clear usability defect 

descriptions [17].  Research has shown that current open source defect reporting tools are inconvenient 

for reporting usability defects [6], [7], [10], [18]. For instance, common open source defect reporting 

tools such as Bugzilla only contain general attributes (i.e., component, version, description, attachment) 

that do not specifically capture information related to different types of defects.  

While some open source defect reporting tools offer fully customizable field lists, such as Bugzilla 

and JIRA, the focus of such fields towards software developers does not make them very friendly for 

many end users. As claimed by several respondents in our survey, the overwhelming number of fields 

to fill out in these defect forms are found to be very troublesome [17]. In fact, many of the fields are 

not relevant for usability defect reporting at all [7], [17], [19].  

Challenge 2 - Insufficient attributes to capture usability defect information. Every defect reporting 

tool contains a number of mandatory attributes to ensure that defect reporters give a complete 

description of the defects they encountered. From the perspective of software developers, steps to 

reproduce, actual output, and expected output are considered important when fixing software defects in 

general [20], [21]. However, in the context of reporting usability defects, we argue that this information 

is inadequate to make usability defects stand out as equally important as any other defect. Usability 

defect reports need to highlight other important information, such as user and task difficulty, emotion 

and feeling of the user, impact, violated heuristics or design principles, and proposed solutions. These 

show how the issue is indeed a real problem and that software developers should treat them 

appropriately.  

Furthermore, the use of a single description field as unstructured text in current open source defect 

report forms does not assist defect reporters to provide information that is important for different types 

of defects. The unstructured text used to capture defect descriptions results in mixing different kinds of 

important information. Furthermore, some usability information that is related to a user’s feeling, 

emotions and “struggles” with an interface are difficult to explain textually [6], [17], [22]. This is 

because such information is subjective in nature and dependent heavily on human judgment. Without 

specific prompts for this usability defect-specific information, it can be challenging for non-technical 

users to provide such information in useful ways.  
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Another drawback of using unstructured textual formats is the uncertain level of detail of the 

information. The generic description field causes many defect reporters to be unsure about just what 

information they need to report or how the information should be reported. For inexperienced reporters, 

for example, they may think that their reports are complete, but in the absence of specific attributes 

they may actually be providing irrelevant or inadequate information. Moreover, meaningless defect 

information usually leads to lengthy discussions between reporters and developers that effect the defect 

resolution time [23].   

The limitations of unstructured textual and lack of attributes for describing usability defects 

impedes research on finding what information is required to best explain usability defects, and how this 

information should be best be captured and presented.  

Challenge 3 - Inappropriate terminology to describe usability defects. The lack of vocabulary and 

terms specific to different types of defects makes no distinction between usability defects, functional 

defects, or miscellaneous tasks. The inappropriate use of terms to describe usability defects, in our 

view, is one of the reasons where usability defects often do not get appropriate attention from software 

developers [23]. Incomplete descriptions to highlight difficulties faced by the users, violated usability 

heuristics or design principles, and the impact of the issues on business goals, user task, and human 

emotion, all cause usability defects to get less priority as compared to functional defects. While OSS 

projects have reporters with varying level of usability knowledge, it is generally difficult for them to 

apply usability terms, HCI principles, and interface design principles when describing usability issues, 

especially in the absence of proper guidelines and references. Sometimes defect reporters use very 

different terms for the same things to express their issues [24]. This in turn causes many usability 

defect reports produced by non-usability reporters to contain a wide range of non-standard usability 

terms that complicates usability defect discussion and resolution. Critically, finding and triaging 

duplicate issues is likely impossible for usability defects, as the same issue may be expressed in 

different terms from person to person. 

Furthermore, the existing generic defect reporting tools that are not specifically designed for 

usability defects often lead to misunderstandings and disagreement between reporters and software 

developers [17]. Often reporters have to provide screenshots and emails or written reports to get the 

developers understand the issues and get them fixed. On the other hand, the use of generic defect 

classifications such as Orthogonal Defect Classification (ODC) and Root Cause Defect Analysis 



 7 

(RCA) to identify the relative priorities of software defects in the classic software development 

lifecycles does not help to prioritize the importance of usability problems [23]. As a result, usability 

defects are often fixed later as compared to other functional code defects. Introducing more usability 

terms and options in defect report forms may better facilitate usability-specific defect priority 

classifications that can enhance the understanding of usability problems and enable developers to better 

prioritize them. It is worth developing strategies for implementing usability or HCI principles so that 

they can be applied effectively in the particular context of a software engineering approach. For 

example, we can explore the customization of the Usability Taxonomy Problem (UPT) and ODC to 

classify usability defects in OSS projects.  

Challenge 4 – Diversity of knowledge and experience between defect reporters. Defect reporters are 

usually the person that experienced and reported the problem with the software product. They can be a 

software developer (who uncovers defects while developing a software) but might also be an end-user 

with varying degrees of experience [4]. Often, the defect reporters’ ability to clearly describe and 

translate the defect determines the probability of defect resolution. Previous studies argued that the 

current defect reporting tools, which are developed under the direction and are primarily for the use of 

software developers, are not suitable for certain user groups. Ignoring the mental model of the end 

users and requesting too many irrelevant attributes on a generic form ignores the need for details 

pertinent to a defect type [7], [17].  

1.3 Research Motivation 

There are several important reasons to have high quality defect reports in software development. First, 

developers use these reports to debug and fix the defects reported by users. Since usability defects are 

subjective in nature, explaining the defects in appropriate ways is important so that software developers 

can be convinced about the importance and relevance of a reported problem. Furthermore, the early 

presence of certain information can speed up the defect correction process.  

To get a deeper insight into how defect information can influence defect resolution time, consider 

usability defect 846414 in the Mozilla Thunderbird project, as shown in Figure 1.2. This defect was 

opened on February 2013, but only responded by Developer A after a year with the reason that the 

defect is not high priority and they have a lot of other things to work on. This defect report is very 

minimal, containing just a summary of the problem extracted from a blog post and the reporter’s 
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expectation. Possibly, the unclear description of user difficulty and solution to the problem makes this 

issue slip to the bottom of the list of things to fix.  

Surprisingly, a patch to the issue was ready by Developer B on the same day Developer A 

expressed their idea to solve the issue. This suggests that including all of the relevant information when 

a defect is first reported is important to help software developers prioritize the defect, fix the defect and 

speed up the defect resolution time. However, the current unstructured free-text defect report form may 

not help reporters to report such information at the initial report submission [10], [17], [24]. 

Furthermore, without specific prompts for this information, it can be challenging for non-technical 

users to be aware what kind of information should be provided.  

   Defect 846414: Hide the “Show All Tabs” button when there are less than 2 tabs 
Part of a blog post that we are pushing to redo the TB UI. 
Point 7: Only show "show all tabs" button when there are multiple tabs. 
For more details see: 
http://infinite-josiah.blogspot.com/2013/02/thunderbird-ui-concept.html 
======================== 
It is pointless to show the button that lists all your tabs when you only have one open. In 
fact, it really is pointless to show them unless you have more tabs than your Window 
can hold. 
This bug is to remove it/hide it when not being useful. 

Figure 1.2. Mozilla Thunderbird usability defect 846414. 

A second key reason for better usability defect reports is that in empirical studies researchers use 

defect data to analyze and evaluate software development approaches for future improvement [25]–

[28] . For example, defect data such as severity, priority, version, and component are commonly used 

for estimating defect resolution time and predicting the number of defects in the next software release. 

In the context of usability defects, however, this data (i.e., priority and severity) is not relevant to use 

for such studies because usability defects are often biased to receive low priority [23]. Furthermore, the 

subjective nature of describing usability defects using various terms for the same issue makes it more 

difficult to use them when comparing multiple reported defect similarity.  

For these reasons we feel it is necessary to investigate a better way of reporting usability defects, 

especially from the perspective of non-technical users, and to find factors that influence the quality of 

usability defect reports. We also wanted to revise the existing usability defect classification model to 

only consider information available in defect reports and the limitation of usability evaluation 

processes in OSS projects development. We then wanted to apply this improved usability defect 

classification model to develop a prototype wizard-based, guided usability defect report form. 
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1.4 Research Scope and Context 

The term “usability defects” used in this research refers primarily to graphical user interface (GUI) 

related defects (i.e., GUI design and layout, look and feel of the software application, and appearance), 

defects that are related to the ease of use of the software, and defects resulting from interaction of 

functionality with the user. The usability defects that we studied in this research were based on the 

Bugzilla defect reporting tool structure. Other open source defect reporting tools such as GitHub, 

Redmine, Mantis BT, and WebIssues that are outside the scope of this research. However, we believe 

our results using the Bugzilla repository usability defect reports will generalize to these tools, as well 

as commercial defect management tools such as JIRA. 

In this research, our focus is to understand the information needs by software developers when 

fixing usability defects, and the information that is usually provided by defect reporters when the 

usability defect is reported. Based on the findings, we have proposed a set of usability-related attributes 

to be included in the prototype of a usability defect report form. This form is targeted at defect 

reporters – who can be software developers (who found an issue while coding), testers (who found an 

issue while testing a system), end users (who found an issue while using a system), or customer 

supports (who logged a defect report on behalf of customers’ complaint) - to report usability defects 

found in open source software.  

In evaluating the effectiveness of the proposed usability defect report form, we only focus on the 

quality of information aspect. Our evaluation is only based on the defect readers’ perspective to assess 

the richness of information collected through the proposed forms, rather than the effect of the 

information in improving defect resolution time or ease of use of the forms in eliciting usability defect 

information. Although longer defect descriptions are considered to speed up defect resolution time 

[23], [29], this may not happen when fixing usability defects. In our opinion, longer usability defect 

descriptions are useful to assure good understandability and clarity of the usability defects, but not at 

providing quick solutions for fixing defects. Therefore, in this work we focus on improving the way 

valuable usability defect information can be collected so that usability defects can be better understood 

and evaluated even though the usability defect will possibly be assessed and fixed later.  
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1.5 Summary of Research Methodology 

The research method used in this PhD thesis research consisted of three main stages: an initial stage, an 

intermediate stage, and a final stage, which were devised to address the key research questions. These 

are illustrated in Figure 1.3. 

 

Figure 1.3. Summary of research methodology. 

In the initial stage, the usability defect reporting state of the art was identified from three main 

sources: usability engineering, HCI, and software engineering studies. The reviews of these studies 

were used to reveal the issues, similarities, commonalities and differences in the way usability defects 

are described by different communities. This information was used to support our research motivations 

and highlight research gaps.  

In the intermediate stage, we identified current practices, limitations, and needs of usability defect 

reporting through (i) an online survey of software development practitioners, and (ii) mining reports 
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from OSS defect repositories. We used this information to extract desirable features of new defect 

report forms and develop an OSS usability defect classification model.  

The final stage involved the improvement of existing defect classification taxonomies and the 

design of new defect reporting forms to better support usability defect reporting. Finally, our proposed 

new usability defect report forms and open source usability defect classification taxonomy was 

evaluated to identify practical aspects of the forms in reporting usability defects. 

Details of the research strategies were described in different studies presented in Chapters 3 

through 7 in this thesis. 

1.6 Research Goals, Research Questions, and Approach 

The main goal of this research was to improve the defect reporting approach for capturing usability 

defects in the context of OSS development. This main goal was divided into four sub goals: (1) 

investigate the state of the art of research in usability defect reporting; (2) identify the usability defect 

information that software development practitioners emphasize in current usability defect reporting; (3) 

investigate how open source usability defects can be categorized; and (4) develop a customizable 

usability defect reports. These research sub goals were addressed in five research questions, in which 

each research question was studied in a small research study with specific methods and research study 

objectives. Table 1.1 summarizes these research sub goals, research questions, associated research 

studies and methods, and outputs. 
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1.7 Research Contributions 

The high-level goal of this research is to improve open source usability defect reporting. Specifically, 

this research has made several contributions to the field of empirical software engineering, particularly 

in the area of software defect management. The main contributions of this research are: 

• We conducted a comprehensive literature review to understand the state of the art in usability 

defect reporting, and most importantly to find gaps in an empirical software defect reporting. 

We used a Systematic Literature Review (SLR) approach to systematically review both 

software engineering and usability engineering studies. We identified some key areas for 

future research to improve the state of the art in usability defect reporting. Through this study, 

researchers can find a review of current practices, key open issues and limitations, and 

important areas for future research with respect to reporting usability defects. In addition, 

evidence from the SLR helps open source communities to understand which information is 

important when describing usability defects.  

• The results from the survey of software development practitioners and observation of open 

source usability defect reports present empirical evidence on the nature of describing usability 

defects. The triangulation studies reveal evidence on the information mismatch between what 

defect reporters think they usually provide and what is actually reported, and what information 

defect reporters think is important for software developers to fix the defects.  

• We revised the usability defect classification taxonomy by incorporating cause-effect 

relationship, not previously considered in the usability engineering studies. The proposed 

open source usability defect classification (OSUDC) can be used in open source defect 

management to track usability defect trends over time for individual categories. In fact, the 

usability defect reports that are classified using OSUDC may facilitate the triaging process, 

specifically in determining which usability defects have significant effects that require prompt 

attention, and the software developer who is suitable to resolve the defects. 

• We proposed a list of key textual usability defect attributes that need to be captured to help 

software developers get a better understanding of this kind of defects. These attributes are 

presented in a structured way, which encourages researchers to explore more empirical studies 
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in the domain of defect management such as defect prediction models using the textual data, 

rather than typically used categorical data. 

• We proposed and refined the Bugzilla defect report form for better capturing usability defects. 

The form is designed as a guided wizard to support multi-levels of user experience. The 

usability defect attributes are prompted based on the technical skills and background of the 

defect reporters. This will contribute towards creating a simple and improved platform with 

which to report usability defects. 

1.8 Thesis Organization 

The rest of this thesis is organized as follows: 

Chapter 2 describes related work in software defect reporting from both the software engineering and 

usability engineering perspectives. This chapter also reports our review of relevant literature 

investigating usability defects in OSS development context. 

Chapter 3 presents our SLR of usability defect reporting from both usability engineering and software 

engineering studies. We employed a process of conducting the SLR as described in the study by 

Kitchenham et al. [30] and Petersen et al. [31]. Results of the review were discussed in three 

categories: reporting usability defect information, analysing usability defect data and key challenges. In 

addition a number of recommendations to improve usability defect reporting and management in 

software engineering are discussed.  

Addressed research question: RQ1- To what extent has usability defect reporting been considered in 

existing usability and software engineering research? 

Chapter 4 describes a triangulated research study to identify information needs when reporting 

usability defects. The main sources of information include an online survey of software development 

practitioners and usability defect reports collected from open source defect repositories. For the multi 

part online surveys, this chapter partially describes the findings. The part of the surveys reported in this 

chapter focuses mainly on what kind of information is used during reporting and fixing usability 

defects. The findings from the online survey and defect repositories mining were compared. We 

analyzed the collected data from different sources to reveal commonalities and dissimilarities between 

what is claimed by the practitioners with what is actually written in usability defect reports.  



 15 

Addressed research question: RQ2 - What usability defect information do software developers and 

reporters emphasize in current usability defect reporting? 

Chapter 5 describes the second part of the survey reported in the Chapter 4. This part of the survey 

focuses on factors influencing usability defect reporting. We collected opinions of software 

development practitioners about five different factors that they think might influence the quality of 

usability defect reporting - role of the reporter, knowledge and experience of reporters, use of 

automation tools, and influence of defect discovery methods.  

Addressed research question: RQ3 - What factors influence the description of usability defects? 

Chapter 6 presents the revised OSUDC taxonomy for open source software projects. The OSUDC was 

adapted from UPT and Usability-ODC framework. The OSUDC augments an existing usability 

classification framework with the introduction of failure qualifier and user difficulty components. This 

chapter also presents the results of the online evaluation to collect feedback on the new OSUDC.  

Addressed research question: RQ4 - How should open source usability defect reports be classified so 

that they can be effectively reported? 

In Chapter 7 a set of defect report forms were designed based on the results of the previous studies. It 

details the four criteria used in designing the forms, and the evaluation strategy to assess the quality of 

information captured using the proposed forms.  

Addressed research question: RQ5- How can open source usability defects be most effectively 

reported? 

Chapter 8 summarizes the findings of the series of research studies conducted as part of this thesis. In 

addition, the lessons learned, limitations and future research directions are outlined. 
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2 Related Work  

Knowing the importance of quality defect reports in determining how quickly a defect will be fixed has 

attracted many researchers into exploring how to improve defect reporting tools and to consider what 

makes a good defect report [32]. Indeed, the latter research area is more critical as a good defect report 

structure and content can support defect reporters in producing more detailed and comprehensive 

defect descriptions that are useful for software developers to understand and fix the problem accurately 

[9], [20].   In this chapter, we discuss related work that has investigated defect report content in order to 

improve their quality. We reviewed studies spanning open and closed source as well as distributed 

software development, software engineering, and usability engineering disciplines. A focused 

treatment of just usability defects is presented in Chapter 3. In this chapter, we present prior work and 

contextualize them within the context of the work presented in this thesis.  

2.1 Software Defect Reporting in General 

Software defect reporting is an essential function within most software projects. A good defect 

reporting tool is required for recording, reporting, and tracking defects with a supporting process for 

improving project quality.  Within the context of industry and academia, there have been several 

studies that focus on software defects. Their contributions are classified into four types according to 

their motivation: 1) determining useful defect information, 2) understanding defect report content, 3) 

determining defect characteristics, and 4) improving defect reporting tools.  

Determining useful defect information in software development – Research in this area investigated 

the specific information that is useful for software developers.  We found two studies that surveyed 

software developers and reporters in order to investigate the most helpful information when reporting 

and fixing software defects.  

Zimmermann et al. [20] surveyed 466 software developers and reporters from Apache, Eclipse and 

Mozilla projects to find what makes a good defect report. They found that the most helpful information 

for fixing software defects in OSS projects are steps to reproduce, stack traces, test cases, screenshots, 

actual outcome, and expected outcome. Additionally, they discovered that the information provided by 

the defect reporters is contrary to the information needed by the software developers to fix software 

defects. 
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Building upon Zimmermann and his team’s study, Laukkanen et al. [21] replicated the 

Zimmermann et al. survey in six industrial software organizations. In addition to investigating useful 

information for fixing software defects, they extended their survey to investigate missing or incorrect 

defect information, and find out which defect information could be collected automatically. They 

confirmed that steps to reproduce and actual outcome are the most important information in defect 

reports. However, they found that many defect reports lack this technical information and this 

information is difficult to collect automatically.  

Understanding defect report content – Research in this area has examined defect report content to 

reveal the current patterns used when describing software defects. Davies and Roper [33] examined 

1600 defect reports from Eclipse, Firefox, Apache, and Facebook API to understand what information 

users provided in open source defect reports, how frequently this information is provided, and how the 

information provided affects the defect outcome. They focused on ten defect attributes – steps to 

reproduce, stack traces, test cases, actual outcome, screenshots, expected output, code examples, 

summary, version, and error reports. They found that most of the included information in defect reports 

is actual outcome, followed by expected outcome, and steps to reproduce. Nevertheless, their 

observations on these defect reports found that many of them are incomplete and do not contain 

information expected by the software developers.  

In different studies, Bhattacharya et al. [29] analyzed Android defect reports and only studied steps 

to reproduce, output details, additional information, and description length. Similar to [33], they found 

Android-based app defect reports often contain steps to reproduce and explanation of the difference 

between actual and expected outcomes. In fact, they reported that a good quality defect report is one 

that has long textual descriptions of the problems. 

Determining defect characteristics – Research in this area examined real defect report data to 

understand certain defect characteristics. We found that many studies in this area are interested 

investigating performance and security defects. For example, Zaman et al. [34] studied defect reports 

from the Firefox project to find out the differences in time to fix, developer experience, and defect fix 

complexity between security and performance defects. In contrast, Nistor et al. [35] and Zaman et al. 

[36], focused on performance and non-performance defects of various open source defect reports. 

Nistor et al. studied the performance defects of Eclipse JDT, Eclipse SWT, and Mozilla projects across 

three dimensions - risk of introducing new functional defects, defect-fix time and difficulty, and defect 
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discovery methods and reporting. Zaman et al. on the other hand, studied Mozilla Firefox and Google 

Chrome performance defects to understand the impact on the stakeholder, context of the defect, the 

defect fix-time, and defect fix validation.  

Other studies examined and characterized defect report content for software defects in general. Tan 

et al. [37] manually examined 2,060 defects in the Linux Kernel, Mozilla, and Apache projects. They 

investigated the defect characteristics in three dimensions - root cause, impacts, and components, and 

measured the association between dimensions.  They found semantic defects are the dominant root 

cause, while the majority of security defects cause severe impacts. Lal et al. [38] investigated the 

properties and features of regression, security, crash, performance, usability, polish, and cleanup 

defects in the Google Chromium Browser. They compared the characteristics of different defect types 

in terms of defect fix time, number of stars, comments, discriminatory and frequent word for each 

class, entropy across reporters, entropy across component, opening and closing trend, continuity, and 

debugging.  In the context of usability defects, they found mean time to repair and release date 

(MTTR) of usability defects is fairly high as compared to other types of defects, and milestone change 

for usability defects is the highest. 

Several studies have investigated linguistic aspects of defect reports. Ko et al. [39] studied the 

nouns, verbs, adverbs, and adjectives in defect report titles. They found 95% of the noun phrases 

referred to visible software entities, physical devises, or user actions. To solicit more structured defect 

report titles, they suggested that defect titles should include descriptions about software entity or 

behavior, quality attribute, the problem, execution context, and types of defects. In different work, 

Chilana et al. [40] developed a classification scheme for capturing the different types of expectation 

violations. They started by analyzing a sample of 50 defect report titles and descriptions and produced 

seven classification codes – runtime logic, standards, reporter expectations, community expectations, 

genre conventions and prior behavior. They tested this classification model using 1000 defect reports 

from the Mozilla project. Their findings show that reporter expectation is the most common violation 

expectation in defect reports, but are less likely to get fixed. In the context of usability defects, they 

argued that the way defect descriptions are phrased affected the defect resolution status.  

Improving defect reporting tools – Research in this area looked at ways to improve defect 

reporting tools. According to Zimmermann and Breu [18], current defect reporting tools have too few 

features to help reporters to provide important information needed by developers. Their study proposed 
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four concepts that should be employed in defect reporting tools – (1) tool-centric to automatically 

collect information, (2) information –centric to provide real-time feedback in the quality of information 

provided, (3) process-centric to focus on administration of activities related to defect fixing, and (4) 

user-centric to educate and remind both reporters and developers on what information to provide and 

how to collect it. As a proof of concept, they developed a prototype, but no studies on the usefulness of 

these concepts in the prototype were presented. 

Other studies focused on improving the readability of discussion threads in the comment section of 

defect reports. Dit and Marcus [41] proposed a system to recommend to developers a set of comments 

associated with their own comment, so that they can keep discussions coherent and easy to understand.  

Lotufo [42], as part of his thesis, proposed two complementary features to improve the readability of 

defect reports. The first feature is an automated approach for creating defect report summaries that can 

help developers to select portions of information that they want to focus on. The second feature is a 

nested comment to allow users to post contextual comments specific for each of the different 

diagnostics or solution posts. This feature eliminates the problems of mixed information that hinders 

users’ ability to locate and understand problem discussions introduced in the current linear sequence of 

comments. Moran et al. [43] developed FUSION to assist defect reporters’ auto-complete reproduction  

steps in defect reports for mobile apps. Their findings from experimental studies of 14 Android apps 

defects showed that FUSION is effective in facilitating defect reporting and reproduction tasks as 

compared to the unstructured natural language defect descriptions.  

2.2 Usability Defect Reporting in the Context of Open Source Communities  

In recent years, usability of open source software has become an important topic for investigation. 

Several studies have shown interest in investigating usability practices and have identified some 

challenges discovered in open source software development.  For example, Terry et al. [44] 

investigated the perceptions and practices of usability in the OSS community. Based on interviews of 

27 individuals involved in various OSS projects, they found that the OSS communities demonstrated a 

fairly good understanding of usability concepts. Common practices for communicating usability 

defects are through Internet relay chat (IRC), mailing lists, forums, and defect reports. Their findings 

show empirical evidence that rich, high quality, positive feedback from users helps in improving 

software design. In fact, the lack of relevant domain expertise in the developed software makes 
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software developers rely on users feedback. Raza et al. [45] specifically investigated the use of online 

forums in addressing usability-related issues. They studied 1753 OSS projects collected from 

sourceforge.net. Their study provided empirical evidence that contribution and support of open source 

community is significant and active, and voluntary contribution in mailing lists helps to identify and fix 

usability defects. 

However, communicating usability issues in OSS development is not an easy matter. Past research 

has investigated some of the challenges. For example, Zhao et al. [6] conducted a usability evaluation 

case study of Ganttproject to understand the usability improvement required in OSS projects. They 

found that the defect reporting mechanism of OSS projects is not appropriate for reporting usability 

defects. In fact, they observed that most contributing users are amongst the most experienced ones, in 

which their request for usability improvement does not reflect the need of non-experienced users. One 

key implication of their findings towards improving OSS usability is that the defect reporting of OSS 

projects should consider a new way of promoting contribution from non-active or typical users. 

Similarly, Cetin et al. [7] has identified the lack of a suitable usability defect reporting tools as a main 

obstacle to encourage HCI experts and end users to report usability issues. Similar findings were also 

reported in [6]. Nichols and Twidale [22]  reported that the use of textual description in current defect 

reporting tools is not suitable to describe graphical issues, and some usability issues have a dynamic 

aspect that could not be explained using a single screenshot. This is because the explanation about 

solution proposals is more relevantly explained using graphical means such as HTML mockups, ASCII 

art, or drawing toolkits. Another issue raised by Nichols and Twidale is regarding threaded discussions 

in open usability defect reports. The linear sequence of comments in current defect reporting tools 

makes it difficult to manage discussion elements, and this issue was addressed in [41], [46]. Their 

study brought up two important concerns for attracting more participants to submit usability defects. 

First, the defect reporting tools must be easy to use, where users can report with less effort and the 

tools do not contain too many technical aspects; and secondly, the defect reporting tools should address 

privacy concerns on the automatically collected data. 

Raza et al. [47] empirically investigated some of the key factors to improve OSS usability. They 

hypothesized that understanding users’ requirement, seeking usability experts’ opinion, incremental 

design approach, conducting usability testing, and knowledge of user centered design methods could 
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improve usability in OSS. Among the five key factors, they found usability experts’ opinion did not 

play a significant role in improving OSS usability.   

2.2.1 Empirical Studies Focusing on Usability Defect Reporting  

We identified three types of studies investigating usability defect reporting: 1) determining useful 

defect information in software developments, 2) improving defect report comprehension, and 3) 

improving defect reporting tools.  

Determining useful defect information in software developments- Research in this area specifically 

investigated useful information for fixing usability defects. In contrast to [20], [21], Hornbaek and 

Frokjaer [9] used developers’ judgment to assess the quality of defect report descriptions. Their 

findings show that developers expect usability defect descriptions that are clear, contain solution 

proposals, and justify what posed a problem and why it was a problem. 

Improving defect report comprehension – Research in this area concentrated on the different 

approaches for improving the quality of usability defect report content. In reporting the results of 

usability evaluation, there have been a number of description formats described in the literature, which 

vary to different types of usability evaluation methods and end up being documentation heavy. For 

example, Theofanos and Quesenbery [2] redefined the form and content of formative test reports based 

on the outcome of two usability professionals workshops. However, their test reports contain too much 

information and some of them are not pertinent to non-technical users. 88 information elements, 

grouped into 15 categories such as business and test goals, methodology, tasks and scenarios, results 

and recommendations, screenshots and videos are difficult and complicated for a single reporter to 

provide. 

As an alternative to the heavy-documentation approach, which is often compiled into written 

reports and delivered as a PDF or Word document, several studies have developed tools to record 

usability defects. Howarth et al. [48] developed the Data Collection, Analysis, and Reporting Tool 

(DCART) for collecting usability data from lab-based usability evaluations. In contrast to [2], DCART 

contains slightly less textual information to be filled in by usability evaluators - report title, problem 

description, problematic user interface object, designer’s knowledge and thoughts, and solutions. The 

use of a form-based approach in DACRT provides additional support for novice evaluators to keep 
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appraised of what important data should be provided. Other tools such as Usability Reporting Manager 

(URM) [49] offer a structured reporting format for capturing the results of usability evaluations. To 

speed up the reporting process, usability evaluators only need to enter results of formative evaluation 

into URM and results are exported into UsabML format. Usability defects in UsabML format can be 

directly imported into defect reporting tools connected to a source code repository, or can be exported 

into other formats such as HTML, XSL, and PDF.  

Capra  [11] and  Dumas et al. [16] on the other hand, focus on guiding reporters to provide 

meaningful usability defect descriptions. Capra developed six guidelines for describing usability defect 

descriptions based on surveys of usability practitioners – be clear and precise, describe the cause of the 

problem, describe observed user actions, support with data, describe the impact, and describe a 

solution. These guidelines were tested in a comparison study between usability practitioners and 

graduate students. Dumas et al., based on his experience in usability testing, outlined four pieces of 

generic advice for communicating usability defects effectively – emphasize the positive, express your 

annoyance tactfully, avoid usability jargon, and be as specific as you can. However, these guidelines 

did not specify what to include in the descriptions.  

Recent work by Simões [24], however, represents an important step towards building lightweight 

documentation for describing usability defects. Simões, in her thesis, explored the needs of designers in 

open source projects, and designed a new defect reporting template to support end users reporting 

usability defects. They conducted an interview with four designers who worked on open source 

projects and performed content analysis of 547 usability-related defect reports. Based on these findings 

and adoption of the semiotic engineering concept, they designed an open text form, in which defect 

reporters have to answer several questions depending on the four labels they chose to characterize their 

problem. Their contribution shows a positive solution for eliciting the information needed by OSS 

designers. However, the use of an unstructured open textual form still produced incomplete, 

ambiguous, and irrelevant information. This was because not all questions were relevant for different 

types of problems, and such open-ended types of questions may produce non-informative descriptions. 

Improving defect reporting tools – Research in this area explored the opportunity to include HCI 

and usability principles in current defect reporting tools. Faaborg & Schwartz [50] introduced usability 

heuristics concepts into the Bugzilla repositories. They suggested that each usability defect should be 

tagged with the specific violated heuristics. In this way, software developers can monitor the different 
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types of issues, and learn about the heuristics. However, this idea is still in the working stage and has 

not yet been implemented or evaluated.  

2.3 Summary  

Writing a good defect report is critical for ensuring quick resolution of defects. In empirical research, 

usability defects are discussed in two main disciplines – software engineering studies and usability 

studies. In software engineering studies, research on software defect reporting to date has focused 

especially on determining useful defect information, discovering defect characteristics, and improving 

defect reporting tools for software defects in general. Research on usability defects in usability studies, 

on the other hand, more focused on the improvement of usability evaluation methods to effectively 

discover usability defects. While it is recognized that usability defects are different to many other kinds 

of software defects, little has been done to understand differences in the way the defects are reported. 

In order to understand in more detail about similarities, commonalities, and differences in the way 

usability defects are reported in these two disciplines, we conducted systematic literature review as 

discussed in Chapter 3.  
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3 State of the Art in Usability Defect Reporting 

This chapter describes the current state of the art of research in usability defect reporting.  The study 

was conducted to address our first thesis research question “RQ1 - To what extent has usability defect 

reporting been considered in existing usability and software engineering research?”.  We carried out a 

Systematic Literature Review (SLR) to study the different approaches to describing usability defects in 

software development and usability engineering. Both studies in software engineering and the usability 

engineering literature were reviewed and the results are classified into three dimensions:  1) reporting 

usability defect information - which is related to research on reporting the usability defect; 2) analysing 

usability defect data - which is related to researching the use of defect data; and 3) key challenges – 

which refers to issues arising in usability defect reporting and management. In addition, some key areas 

for future research to improve usability defect reporting and management in software engineering are 

outlined. The following subsections explain in detail the SLR process. 

3.1 Methodology 

In order to conduct the SLR, we used the guidelines of Kitchenham et al. [30] and Petersen et al. [31]. 

An SLR is defined as a process to identify, assess, and interpret available research studies with the 

purpose of answering specific research questions and providing scientific summary of evidence in a 

particular area [51], [52]. Our review process consisted of three stages.  

In the first stage, we defined a set of research questions and prepared a review protocol. This 

review protocol assisted supervision of the researchers conducting the review and guided the 

researchers in the data collection. It specifies the research questions, the inclusion and exclusion 

criteria, the assessment strategy for study quality, the detailed data that need to be extracted from each 

of the selected studies, and the strategy to perform a database search.  Once the research supervisors 

approved the review protocol, we conducted a pilot study. This pilot study aimed to ensure the research 

questions were appropriate to the context of the study and researchable. The outcomes from the pilot 

study are used to refine the protocol.  

In the second stage, we identified relevant databases and sources, and developed several search 

terms corresponding to the database. In the first screening, we only read the title and abstract on the 

papers. Any study related to the research topic and within our research boundaries were selected for the 
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second screening. During the second screening, the entire paper was read and we applied the inclusion 

and exclusion criteria to choose the final primary studies to be included in the review. Then we re-read 

the papers to extract the data according to the extraction form that we had developed earlier. We used 

quality assessment criteria to measure the study strength and lack of bias. In the third stage, we 

analysed and synthesized the results for reporting. The following subsections discuss in details the SLR 

process used, as illustrated in Figure 3.1. 

 

Figure 3.1. Systematic literature process adapted from [30], [31], [51], [52]. 

3.1.1 Research Questions 

The overarching aim of this SLR was to understand “To what extent is usability defect reporting 

considered in existing usability and software engineering research?” 

In usability engineering, usability defects are often found through usability evaluation methods. 
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usability defects that are found during system testing or reported by end users are reported in defect 

repositories, such as Bugzilla, Google Chromium and JIRA. These usability defects have the same 

underlying root cause but were found in different testing stages and were reported by a different 

mechanism. This motivated us to review both the usability and software engineering literature to 

understand how usability defects are reported in practice. Therefore, the above high-level research 

question was further divided into the following sub-questions. These research questions are structured 

based on PICOC criteria suggested by Kitchenham et al. [51]  as given in Table 3.1:  

1. How are usability defects communicated in the usability and software engineering literature? 

a. What mechanisms are used to report and track usability defects? 

b. What defect information and formats are used for reporting usability defects? 

c. Are there any guidelines available to assist the reporting process? 

2. Is there any evidence that usability defects have been studied from the use of data in defect 

reports? 

3. What are the identified challenges of usability defect reporting in the usability and software 

engineering field? 

The first question searched the usability, HCI, and software engineering literature to identify 

research that focuses specifically on usability defect reporting. These were then analysed and classified 

into topics of studies as suggested by McInerney [53]. The second question identifies studies that 

analysed data from usability defect reports or defect repositories. While the third research question was 

aiming to reveal challenges in reporting usability defects from the perspective of usability and software 

engineering. 

Table 3.1. Summary of PICOC. 

Population Usability defects 
Intervention Defect reporting 
Comparison None 
Outcome Not concentrated on results 
Context Usability engineering and software engineering 

3.1.2 Data Sources 

Five electronic database resources were primarily used to search usability defect reporting. These 

included: IEEE Explore, ACM Digital Library, ScienceDirect, Scopus, and Google Scholar. These 

electronic database selections were based on the recommendations in [1] and  [54]. To facilitate the 
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search process, an advanced search option was used that allowed multiple keyword searches. Title and 

abstract data fields were primarily used to retrieve relevant journal and conference proceeding papers. 

In this research, we only reviewed papers published from the year 2000 onwards. This limitation was 

set because we identified a few studies that were reported prior to 2000 and were extended in other 

studies, which were included in our review.  

3.1.3 Search Strings 

To ensure a thorough search in both usability and software engineering literature, a set of search strings 

was created for each research question. The search strings were formulated based on: 

• Major terms from the research questions 

• Relevant terms extracted from relevant papers, journals, and books 

• Synonyms, alternative terms, and related concepts of research questions 

• Boolean AND and OR to link all the terms 

Three different search strings were derived and executed on different electronic databases. As the 

literature search progressed, search terms were refined, discarded, and added. Any changes to the 

search strings were rerun on the selected electronic databases to ensure all relevant papers were 

retrieved. These strings are listed in Table 3.2. 

Table 3.2. Systematic literature review search strings. 

Literature String  Search String RQ Purpose 
Usability 
engineering 

1 ((Usability defect* OR " usability bug* OR usability 
problem* OR usability issue*) AND (approach OR 
technique OR methodology OR procedure OR mechanism 
OR plan OR pattern OR tool OR track* OR manag*) 
 

1 To identify mechanisms used to 
report and track usability defects 
and discover existing defect 
description formats and 
guidelines that relate to usability 
defects 

Software 
engineering 

2 ("Defect reporting" OR "bug reporting" OR "error reporting" 
OR "fault reporting" OR "defect reports" OR "bug reports" 
OR "error reports" OR "fault reports" OR "crash reports" 
OR "defect description" OR "bug description" OR "error 
description" OR "fault description") AND ("usability" OR 
"user interface" OR "GUI" 

2 To review the literature for 
usability defect reporting in the 
software engineering area  

3 ("Defect reporting" or "bug reporting" or "problem 
reporting" or "issue reporting" or "defect tracking" or "bug 
tracking" or "issue tracking" or "problem tracking" or "bug 
repository" or "defect repository" or "issue repository" or 
"problem repository" or "bug tracker" or "defect tracker" or 
"issue tracker" or "problem tracker" or "bug repositories" or 
"defect repositories" or "issue repositories" or "problem 
repositories") AND ("usability" OR "user interface" OR 
"GUI") 

3 To review any issues that are 
relevant to usability defects and 
challenges of existing defect 
repositories in handling usability 
defects 
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3.1.4 Study Selection 

The primary search resulted in 609 studies. This set was then filtered based on title and abstract 

analysis, which reduced the total to 191. The significant difference from the first and second filtration 

was partly due to duplication and irrelevant context of study. For instance, the search on the term 

“usability defect” often returned studies that belonged to medical, engineering or telecommunication 

topics, which were out of our research context. 

We then conducted a secondary search using a reference chaining technique. The reference 

chaining is commonly used in other SLRs [55]–[57] as supportive search approach to find any relevant 

studies that were not found during the primary search. This resulted in 52 new studies being included in 

the second filtration process.  

A total of 243 studies were then analysed by reading the full paper text. At this stage, inclusion and 

exclusion criteria, as shown in Table 3.3, were applied to evaluate papers. Since this study was 

surveying a blend of software engineering, HCI and usability defect reporting literature, a narrow 

inclusion criteria was used. We defined our inclusion criteria to be specific to each research question 

[58],  while the exclusion criteria were common to all research questions. Reasons to include a paper 

were: 1) that it belongs to the area of defect reporting in general, and usability defect reporting in 

particular, and 2) that the defect reports originated from a defect tracking system and usability 

evaluation reports, and not from other means of reporting usability defects.  

As discussed in the introduction and background sections, while a range of means of detecting 

usability defects exist, we were interested in how they are described, reported, and tracked by software 

development teams, and hence papers that focus on these aspects. This review only considered papers 

published from January 2000 to March 2016. Finally, 57 studies were included in this review. See 

Appendix A for the list of included studies. 

Table 3.3. Inclusion and exclusion criteria.  

Inclusion criteria Exclusion criteria 
• Studies that focus on usability defect description/ 

format/ report/ guideline 
• Studies that focus on analysing/ using usability defect 

information 
• Studies about a tool or mechanism to report usability 

defects 
• Empirical studies on usability defects 

• Exclude if the paper is on SLR or systematic mapping 
• Studies not in English 
• Short papers, posters, introduction to special issues, 

tutorials, and mini-tracks 
• Defect reporting studies not focussed on usability defects 
• Usability defects studies not focussed on defect reporting 
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3.1.5 Quality Assessment of Selected Studies 

All selected papers were assessed for their quality. Each of these papers was also classified as either a 

software engineering or a usability study, respectively. Papers were evaluated using two sets of 

checklists that were formulated to measure the research credibility and validity. Each question was 

rated as: 1 implies “Completely describe”, 0.5 implies “Exists but does not completely describe” and 0 

implies “Does not exist”.  The total quality score for each paper was computed by summing up all the 

scores. This ranged between 0 (very poor) and 5 (very good). The checklist used is shown in Table 3.4. 

Table 3.5 shows the quality scores for all the primary studies included in the final review. Most 

achieved above average quality: 13 studies (22.8%) and 30 studies (52.6%) were deemed very good 

and good quality, respectively.  

Table 3.4. Quality assessment questions.  

Common questions 
1. Are the aims of the research clearly articulated?  
2. Have other authors cited the study?  
3. Does the study report credible finding with supported data/ evidence?  

Usability engineering Software engineering 
4. Is the study’s focus on usability defect description? 
5. Was there an in-depth description of communicating 

usability defects? 

4. Is the study’s focus on defect reporting in software 
development? 

5. Does the paper study usability defects? 

 

Table 3.5. Quality scores of the 57 studies included in the final review. 

Quality scale Very poor (<1) Poor (1-2) Fair (2.5-3) Good (3.5 - 4) Very good (>4) Total 
Number of studies 0 0 14 30 13 57 
Percentage 0% 0% 24.6% 52.6% 22.8% 100% 

 

Table 3.6. Common data items extracted from all papers. 

Data items Description 
Identifier Unique identification number 
Bibliographic Title, author, year 
Type of article Journal/ conference/ book chapter/ technical report/ theses 
Study aim The aims, goals or objectives of the primary study 
Research methodology Case study, survey, experiment, interview, observation, questionnaire, lesson learned  
Data analysis Qualitative, quantitative, or mixed 
Study findings Results and conclusions from the primary studies 

3.1.6 Data Extraction 

We created a data extraction form to extract detailed contents for each study. There were two 

categories of data extracted for each paper. First, common data such as bibliographic references, type 

of study, aim, research methodology and data analysis. Second, the specific data that answered each 

research question. Table 3.6 and Table 3.7 show the data that was extracted for both categories. 
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All extracted data was put into shared spreadsheets that were reviewed by a review team consisting 

of the main researcher and her supervisors. The main researcher was responsible for reading and 

extracting the data. In order to validate the extraction correctness, the research supervisors 

independently rated a random sample of papers according to the inclusion and exclusion criteria. All 

discrepancies on the data extracted were discussed between review team members with the aim of 

reaching a consensus. The reliability of the findings of this review was accomplished by considering 

only the quality score of relevant studies that are greater than 2.5 (50% of the percentage score) [57].  

We did not measure inter-rater reliability since our review aimed for generalizability of the findings, in 

particular, to clearly describe how conclusions have been derived from the data instead of comparing 

agreements of the same codes or themes [56], [59]. 

Table 3.7. Specific data items extracted from all papers. 

Search focus Data item Description 
Quality of defect 
descriptions 

Assessment method Method used to conduct assessment (i.e. experiment, survey, case study) 
Participant Participants involved in assessment (i.e. student, usability expert, software 

developer) 
Assessment criteria Criteria used to assess the quality of defect description (i.e. clarity, impact, cause) 
Approach Description of the assessment process 
Outcome Results of assessment 
Recommendation Suggestions for future work in related assessment results 

Usability defect 
description 
content and 
format 

Format Format used to report usability defects  
Approach Description of the format usage   and characteristics of the format 
Content List of attributes or information used in the usability description 
Limitation  Limitations of the format 
Benefits Benefits of the format 
Evidence The empirical evidence regarding the benefits of using a specified format to 

improve the quality of defect description  
Reporting 
mechanism 

Medium Medium used to report and track usability defect reports (i.e. form-based reporting 
and end-user reporting) 

Characteristics Description of the reporting mechanism 
Benefits Benefits of the reporting mechanism 
Limitations Limitations of the reporting mechanism 
Evidence The empirical evidence regarding the benefits of the reporting mechanism to 

improve reporting process 
Reporting 
guideline 

Aim The purpose of the guideline 
Guideline  Description of the guideline 
Benefits Benefits of the guideline 
Limitations Limitations of the guideline 
Evidence The empirical evidence regarding the benefits of using the guideline to improve the 

quality of usability defect reports 
 Recommendation Suggestions for future work 
Analyzing defect 
information 

Focus The purpose of the study 
Attributes used  The data used for analysis purposes 
Approach Description of the study that related to the research question 
Benefits The benefits of the study 
Limitations Limitation of the study 
Evidence  The empirical evidence regarding the benefits of the study  
Recommendation Suggestions for future work related to analysis results 

Issue in defect 
reporting 

Challenges The problems in defect repositories related to usability defects 
Recommendation Suggestions for future work related to improving usability defect reporting 
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3.2 Results 

3.2.1 Classification Scheme 

A classification scheme was developed to organize the retrieved studies on usability defect reporting. 

As shown in Figure 3.2, the classification scheme was structured to map onto our research questions. 

We categorized the studies using the process defined by Petersen et al. We started the classification 

process by analysing the title, keywords, abstract, and conclusions. We then compiled the keywords 

and phrases to build a high-level set of categories for classifying the papers. Finally, we grouped the 

phrases, research objectives and research findings of the papers in each category into a coherent set of 

themes.  

 

 

 

 

 

 

 

 

 

Figure 3.2. Classification scheme. 

The classification scheme is composed of three main categories; 1) reporting usability defect 

information - which is related to research on reporting usability defects; 2) analysing usability defect 

data - which is related to researching the use of defect data; and 3) challenges – which refer to issues 

identified in usability defect reporting and management. Table 3.8 summarizes the distribution of the 

studies per topic. Studies that addressed more than one topic were classified repeatedly in each topic. 

For example, Nørgaard et al. [60] investigated mechanisms of usability defect reporting and challenges 

for each mechanism, and their study is counted in both topics. 
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Table 3.8.  Summaries of research areas and topics. 

Research 
areas 

Description Topic Studies Total 

Reporting 
mechanism 

Investigate how usability 
defects are collected and 
reported 

• Tool-based reporting P7, P10, P15, P17, P34, P41, 
P45, P49, P51, P55 

13 

• End-user reporting 
• Modeling-based support 

P18, P30 
P28 

 

Content and 
format 

Investigate what attributes are 
used to describe usability 
defects 

• Written document format P5, P6, P7, P8, P9, P10, P11, 
P12, P13, P14, P15, P16, P17, 
P18, P24, P25, P29, P30, P32, 
P33, P35, P36, P37, P43, P47, 
P53 

26 

• Learning-oriented format P37  
Reporting 
guideline 

Studies that assist reporter in 
reporting usability defects  

• Experience 
• Empirical 

P2, P52 
P5, P37 

4 

Defect report 
quality 

Studies that analyzed defect 
reports for quality assessment  

• Measuring usability defect 
reports quality 

• Improving usability defect 
reports 

P1, P3, P4, P5, P7, P8, P35, 
P39, P44 
P3, P7, P27, P35, P44, P48 

11 

Classification Studies that analyzed 
usability defect data to 
understand the characteristics 
of usability defects 

• Usability defect 
characteristics 

• Cause of usability defects 
• Impact of software defects 

P22, P50 
 
P42 
 
P21, P46 

5 

Duplication Studies that use usability 
defect data for identifying 
similar usability problems 

• Matching 
• Merging 

P12, P13, P56 
P36 

4 

Estimation Studies that use defect data to 
estimate defect discovery rate 

 P19 1 

Design 
discussion 

Studies that examined the 
structure and content of 
defect report discussion 

• Addressing and resolving 
usability defects 

• Structure and content of 
design discussion 

• Online forum 

P21 
 
 
P26 
 
P31 

3 

Challenges  Studies that discussed the 
issues of reporting usability 
defects  

• Developer mindset 
• Subjective bias 
• Evaluator effect 

 
• Defect discovery methods 
• Complexity management 
• Lack of appropriate 

channel for reporting 
usability defects 

• Lack of guideline for 
specific usability defect 
information 

P1, P9, P37, P53, P54 
P1, P23, P240, P54 
P1, P5, P7, P8, P14, P20, P39, 
P53 
P3, P20 
P26, P29, P40, P53 
P6, P10, P20, P23, P38, P40, 
P57 
 
 
P29, P36, P54,  

22 

In the following section, we present our answers to the review research questions based on analysis 

of the included studies. Each study is identified as Pm, where m represents the study's number (see 

Appendix A for the list of studies used in this systematic review). 
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3.2.2 Usability Defect Reporting Mechanism 

Three key types of reporting mechanisms were identified in the usability and software engineering 

literature. To effectively capture usability defect data, each reporting mechanism uses a variety of input 

designs, such as auto-generated data, predefined data, free-text form, and online help. Auto-generated 

data such as tester name, timestamp, and problematic user interface can be automatically recorded 

when the test is run and the report is submitted. In contrast, predefined data contains a variety of 

categorical data that is dependent on the input from the reporter. During a defect report submission, the 

reporter will select some values, such as severity, type of defect, and heuristics used. Some of these 

values can be changed over the defect life cycle, such as severity. For a free-text form, the reporter is 

allowed to write any description – comments, feedback, complaints, feelings or disappointment, steps 

to reproduce, expected and actual result – regarding the problems. In summary, the description of three 

reporting mechanisms can be described as follows: 

Tool-based reporting is the easiest way to record and generate data as compared to a paper-based 

approach [61]. Tool-based reporting allows data to be collected instantly, and recorded data can be 

measured quantitatively, analysed for trends and used to generate feedback for quality improvement. A 

well-designed tool will assist users to provide sufficient data, thus, in turn, reduce missing data issues. 

Several tools in the usability evaluation field were developed to assist in usability defect reporting. 

Some key examples are outlined below. 

• Data Collection, Analysis and Reporting Tool (DCART) [P7] uses auto-generated data and 

free-text form input design. The defect form was designed for collecting and organizing 

usability defect data in lab-based usability evaluation using a Usability Problem (UP) instance 

concept. Each occurrence of a UP found by multiple evaluators or multiple times by one 

evaluator is considered as the same UP. However, given multiple instances of UPs, evaluators 

must manually review and combine them to determine the main UP experienced by the users.  

• Web tool [P10] uses tooltips, predefined data and free-form text input and was designed to 

record usability defects found during heuristic evaluation only. By having the tooltips and 

examples of usability problems, the evaluators get help on attributes and better guidance to 

assign severity and heuristics used to find problems. However, a non-integrated reporting tool 

with the software under test may trouble some users in switching between these two systems 

and users may bias certain values. In contrast, Usability Reporting Manager [P17] uses 
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predefined data and free-text form input. Using a web interface, reporters can enter, manage, 

and export data in into a defect tracking system connected to a source code repository. 

• Merging duplicate problem descriptions [P41] helps evaluators to record usability problems 

into a database using different usability evaluation methods, to search the database for similar 

problems, exchange datasets, and to perform a meta-analysis of the datasets.  

• Usability Problem Inspector (UPI) [P15] uses auto-generated data, predefined data and free-

text form input incorporating usability action framework (UAF) content. UPI has two modes; 

task-based and free-based exploration. Using the task based-approach, evaluators are 

presented with a series of questions from the UAF structure. When a problem is identified, the 

evaluator is presented with a defect report form and the inspection path is automatically 

recorded. However, for free-exploration mode, no task information is recorded. DESTINE 

[P34] uses predefined data input. The tool is limited to evaluate the ergonomic quality of 

websites and it can support two types of user profile; expert and designer.  

In the software engineering field, defect tracking systems are commonly used to record and track 

software defects, including usability defects. Our review only found four tools that explicitly assisted in 

usability defect reporting. 

• GUI monitoring and automated replaying [P45] uses a generic non-intrusive GUI usage 

monitoring mechanism that can be integrated into existing applications. The monitoring of 

usage can produce actual usage traces that can be included in the defect reports and used as 

an input for replaying purposes. The traces are triggered by user interactions like mouse 

clicks or key presses. 

• GUI editor tool support [P49] was developed on the Eclipse platform to support exploratory 

graphical user interface testing. The tool uses Eclipse logging to record uncaught exceptions 

during execution of a test and a cheat sheet viewer for evaluators to describe the observed 

failures. The test results are available in the form of a results file and can be automatically 

exported into the defect repositories. 

• Timeline tool [P51] was developed to visualize monitored interaction traces and application 

events preceding failures. Using the tool, software developers may analyse the traces to 

derive steps to reproduce by manually replaying the monitored user interactions. 
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• FUSION [P55] was developed to produce more reproducible defect reports than traditional 

defect tracking systems. Using the event-driven paradigm of Android application, the tool 

aids the reporter in constructing the steps needed to reproduce a defect by making auto-

completion suggestions based on the potential GUI actions, such as click (tap), long click 

(touch), type, and swipe.  

End-user reporting tools collect information in much simpler forms to address users’ frustration 

and complaints, and the users report defects as part of their day-to-day activities. We identified two 

approaches of designing end-user reporting. 

• One-bit-feedback [P18] uses auto-generated data and a free-text form input. It is a 

background process that monitors certain system characteristics and packs them into an 

incident report whenever the user clicks on the screen button or punches the hardware button. 

The reports are stored locally on the user’s system. Usability defect data is collected using 

auto-generated data and user is given the opportunity to provide comments and feedback 

through a free-text form. Using this approach, defect incident is automatically recorded and 

requires less data entry. 

• Two-mouse-click [P30] uses auto-generated data, predefined data and free-text form input 

design. The prototype was developed to allow report submission with minimal user click and 

supplements user comments with objective program state information. The program only 

collects information relating to the user’s interaction. No sensitive information is sent. 

Modelling-based reporting provides a standard description with more structured data. The 

reporter uses a modelling language with defined notation to represent information. For example, 

ErgoPNets [P28] uses a formalism that combines Petri Nets and ergonomic criteria to describe 

ergonomic problems and their recommendations. The method uses icons, graphical representation and 

text to describe problems. In this way, the complex usability defect descriptions can be unified into a 

single model. 

3.2.3 Usability Defect Reports Content and Format 

13 usability defect description formats were identified from the selected studies. Eleven out of the 13 

formats are presented in written documents, while the other two are learning-oriented formats. These 
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formats are associated with a list of attributes for communication and report keeping. Altogether, 33 

attributes are identified across 13 formats by a total of 26 studies. As shown in Table 3.9, we classified 

these attributes into eight groups based on the objective of defect description content objective, and we 

summarize all the formats and attributes in Table 3.10.  

Table 3.9. Categories of usability defect attributes. 

Group Attribute/ Contents Description 
Description Identifier Unique defect identification number 
 Summary A headline summarizing the problem [P35] 
 Problem description Concise description of the usability problem 
 Product description Description of the product and the intended users of the product [P11] 
 Actual result Description of errors made [P32] 
 Expected result Describe what evaluator expected the system to do [P6] 
 Type of defect Details of the problematic subject (i.e. number, background0 [P32] 
Impact Likely difficulties The anticipated difficulties the user will encounter as a consequence of the 

problem [P16] 
 Severity Indicates what effects the usability problem had on the user [P33] 
 Frequency Number of users/ experts that experienced/predicted a usability problem [P33] 
 Confidence Indicate how confident evaluator believed that the usability problem 

identified was true 
 Reproducibility Ability to reproduce the problem and make it happen again [P6] 
Location Context Describe in what part of the user interface the user was when the usability 

problem occurred [P33] 
Specific interface component (i.e. logon component, calendar component) 
[P32] 
The specification of the environment used for the evaluation, including the 
location and any hardware (computers, monitors, cameras) [P17] 

Discovery resources 
and methods 

Evaluator Author of the usability problem description (i.e. a meta data that 
automatically captured the evaluator’s name) 

Test user Number of users who participated in the evaluation and the criteria by which 
they were selected [P11] 
Description of the intended user [P32] 

Task Specific tasks that the participants were asked to perform during the 
evaluation [P11] 

Goal of the task The goal of the reported test [P11] 
Evaluation method Usability evaluation method [P33] 

Assumed causes Possible cause Describe the cause(s) of the problem based on the evaluator’s judgment [P16] 
 Trigger Describe what a user is doing when she/he discovers usability problems (task 

scenario, heuristics) [P33] [P47] 
Criteria used to justify the usability problems [P36] 

 Failure qualifier Describes how the user/expert experienced a usability problem (i.e. missing, 
incongruent mental model, irrelevant, wrong, better way, overlooked) [P33] 

Solution proposal Redesign description A description of how to remedy the problem [P35] 
Redesign argument Justification of the redesign proposal [P37] 

Supplementary 
information 

Attachment Logfiles, screenshot, questionnaire [P9] 
User’s response and 
feelings 

Narrative description with strong positive or negative connotations, 
metaphors or stories (i.e. video of users struggling with an application) [P37] 

Positive findings Include positive comments on the usability of the site [P2] 
Business goals Justification why business goals were jeopardized by the problem [P35] 
Recovery steps Description of how the user recovers from the usability problem [P6] 

 Problem elimination Justification of why any problem discovered should warrant elimination [P16] 
 Usability specification Usability requirement under test 
 Conclusion Summary of the report 
Timestamp Time on task Completion rate (mean time on task [P33] 
 Created date and time  A meta data when the problems are reported 
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Table 3.10. Summary of usability defect attributes used in 13 formats. Problem description was the 
most used attribute across the thirteen formats. 

 

Note that the attributes checked for each format does not mean that all these attributes are present 

in the format at any one time. Rather, it is a compilation of several studies that mention the use of 

certain attributes for a particular format. The most common format used to report usability evaluation 

findings were web-based form and report. The use of variety input design techniques such as auto-

generated data [P7, P15, P17, P18, P30], pre-defined data selection [P10, P15, 17, P30], free-form text 

[P6, P7, P15, P17, P18, P30, P47] and question-based [P6, P47] can produce more structured and 

consistent defect information. Common attributes collected in the web-based form are problem 

description, location of the problem in user interface, specific task where the problem was observed, 

what triggers the problems, and a severity rating.  There are several key features of web-based 

reporting that make it easy-to use with little manual effort. Examples include features for reminding 

users about key information to report [P7], online help and tooltips for quick reference [P10], support 
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for data transformation into different formats [P17], and automatically recorded system generated 

information [P15]. However, users are exposed to erroneous data entry due to the cognitive load and 

biased use of default data. 

In contrast to web-based forms, conventional reports contain unstructured content and a large 

amount of information. The report generally gives a detailed description of usability evaluation 

methods that have been conducted so that the content of the report will not only be able to justify the 

situation of the problems encountered but to present a good argument to management for requesting 

resources allocation [P9]. Other attributes commonly reported in conventional reports are problem 

description, severity rating, and attachment. The Problem list, on the other hand, provides lightweight 

documentation. Even though the content is briefer and lacks contextual information, it is useful to 

support ongoing discussions [P53], and helps to prioritize tasks during the problem merging process 

[P37]. In this way, complex problems could be described as multi-faceted without going into a detailed 

report [P13].  This format usually requires a problem description and severity rating.  

The redesign proposal is more focused on a problem solution. It gives ideas on complex problems 

by providing concrete recommendations and arguments. The recommendations are usually supplied 

with drawings or code fragments [P53]. While software developers may prefer redesign proposals, it is 

difficult to write useful recommendations for major changes, especially problems that involve business 

and technical constraints [P29]. 

The other nine formats are less commonly reported - these include forum and diary [P6], 

multimedia [P6, P37], human centred story [P37], screen dump [P37], digital objects [P32], self-

experience [P37], and redesign workshop [P37]. Even though these formats do not use a variety of 

attributes, multimedia and redesign workshop format, for example, provide persuasive and well-

balanced defect description [P37]. Two studies were categorized as “other” format as they do not 

clearly state the format used but did mention attributes used to extract usability defect data [P33, P36].  

In terms of content, we found that problem description, severity, context, and redesign description 

were the four attributes most commonly used to describe usability defects across formats. Attributes 

that rarely present in usability defect descriptions are product description, expected result, type of 

defect, frequency, confidence, reproducibility, evaluator, failure qualifier, user’s response and feelings, 
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positive findings, business goals, recovery steps, problem elimination, usability specification, and 

conclusion. These attributes are often captured in report and web-based forms.  

23 studies primarily used problem description to report usability defects across ten formats, except 

multimedia, self-experience and redesign workshop. However, it is uncertain whether the problem 

description is mutually exclusive – that is the attribute has only one value. This is because problem 

description has a very vague definition in which the reporter has a probability of mixing it with other 

attributes such as possible cause, type of defect, and user’s response and feelings [P7]. Sometimes, 

problem description is very brief such as in the problem list format. To support this issue, a redesign 

description can additionally persuade the relevance of usability defects. We found twelve studies that 

addressed detailed redesign proposals, but only four studies supplied an in-depth justification for why 

the proposed solution is necessary. 

Fifteen studies emphasized the severity rating in eight formats. However, there is no standard 

definition used to indicate severity assessment. Some studies have used seriousness [P3, P13], category 

[P15] and impact [P33] to describe the same meaning. Additionally, there are several severity schemes 

used for the rating purpose such as 1) minor, serious, critical [P5], 2) major or minor [P8], and 3) 

severe, moderate and minor [P10]. In terms of software context, fifteen studies mentioned the 

problematic location of elements in the user interface. This information can be either automatically 

collected [P15, P18, P30] or manually specified by the reporters [P6, P7, P10, P13, P14, P17, P33, 

P37]. Among the 13 formats, only redesign proposal, report, web-based form, multimedia, screen 

dump, redesign workshop provided attachments. The attachment can be log files [P8], core dumps 

[P9], screen image [P12, P18], webcam picture [P18] and video clip [P37]. 

3.2.4 Usability Defect Reporting Guidelines 

The review uncovered four guidelines that suggest the way that usability defects should be reported, as 

shown in Table 3.11. Two studies provide experience-based guidelines that originated from practical 

lessons and usability experts’ point of view [P2, P52]. According to Dumas et al., the way the usability 

defect is communicated to developers influences the acceptance of the usability defects. Instead of 

complaining about the negative aspect of the software product, the usability description should also 

address the positive findings in a clear and precise form. 
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Another two guidelines were constructed through empirical studies [P5, P37]. Among the four 

guidelines, the Capra et al. [P5] guideline is the most rigorous and complements Dumas’s guideline. 

Capra’s guideline was developed based on a survey of usability practitioners. This guideline is widely 

used as a criterion to evaluate the quality of a usability description [48], [62], [63]. Besides that, the 

guideline may be used in training usability evaluators and as a checklist when writing a usability defect 

description. Meanwhile, the Nørgaard et al. [P37] guideline is based on Toulmin’s model of 

argumentation and Aristotle’s three modes of persuasion. 

Table 3.11. Guidelines for writing usability defect reports. 

Studies Guidelines 
Dumas et al. [P2] 1. Emphasize positive 

2. Express your annoyance tactfully 
3. Avoid usability jargon 
4. Be as specific as you can 

Capra [P5] 1. Describe a solution to the problem 
2. Be clear and precise while avoiding wordiness and jargon  
3. Describe the cause of the problem 
4. Support your findings with data 
5. Help the reader sympathize with the user’s problem 
6. Describe the impact and severity of the problem 
7. Describe observed user actions 
8. Be professional and scientific in your description 
9. Consider politics and diplomacy 
10. Describe your methodology and background 

Nørgaard et al. [P37] 1. Provide evidences for the observed problems 
2. Describes the underlying assumptions that must be agreed upon before the claim can be accepted  
3. Provide argument’s purpose or position – the difficulty arises from the problems 
4. Provide insightful remarks and conclusions about the system being evaluated 
5. Use log data or statistical data from a user test as backing for a usability problem 
6. Show videos of users struggling with an application or even letting the developers experience the 

problem themselves 
Avnon et al. [P52] 1. Log one defect for each problem 

2. Clearly document each defect 
3. Include the visuals – observed problems and the intended design 
4. Include violated usability interface guideline 
5. Include prototype to visualized complex interactions 
6. Prioritize the problems 
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3.2.1 Analyzing Usability Defects 

There is a body of research focusing on usability defects for understanding and improving the defect 

management lifecycle. Our systematic literature review identified five areas that specifically 

investigate usability defects – quality of usability defect reports, classification of usability defects, 

duplicate defect report analysis, estimation of usability defects, and discussion of usability defect 

reports. In terms of attributes that are commonly used in empirical research (refer Table 3.12), problem 

description, impact, and title/ summary are most widely used. Attributes rarely used by researchers are 

type of defect, likely difficulty, confidence, priority, software context, reporter, violated heuristic, 

business goals, assignee, milestone, time to fix, and defect fixes. Research on classification and defect 

duplication favourably used title/summary and description, while research on defect report quality 

often used observable user actions, impact, assumed cause, and supplementary information. However, 

two studies did not report defect attributes used as they employed other metrics such as ISO/IEC 9126 

quality model [P21] and IBM quality measurement model [P46].  

3.2.1.1 Quality of usability defect reports 

We identified two key topics in this research area. First, studies that measure the quality of usability 

defect reports. In general, defect report produced by an expert evaluator had better quality than the 

defect reports produced by a non-expert evaluator. In most studies, non-expert evaluators are recruited 

among students, while expert evaluators are from industrial practitioners.  

Based on the eight studies, we identified numerous criteria used to measure the quality of usability 

defect reports (see Table 3.13). We classified these criteria into three categories: report content, 

software quality model, and general categories. One study did not mention any assessment criteria that 

were used [P39]. Report content was used by six studies to measure the quality of usability defect 

reports [P1, P3, P5, P7, P8, P35]. Among the defect attributes, observable user action, impact, 

supplementary information, assumed cause and solution proposal were the most assessed information. 

Only one study measured the quality of the usability defect report content using test procedure 

descriptions, executive summary and report layout [P8] and business goals [P35]. Five studies revealed 

that non-expert usability evaluators have difficulty in describing certain usability defect information, 

particularly the impact, solution, supplementary information, assumed cause, and recovery steps [P1, 

P5, P8, P39]. 
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Table 3.12. List of attributes used across five research areas. Problem description, title, and severity 
were the most used attributes. 

 

Table 3.13. Categories of assessment criteria to measure quality of usability defect reports. 

Category  Assessment criteria Rank* Study (s) 
Report content  Impact 2 P1, P5, P7, P35 

Supplementary information 3 P1, P5, P7 
Assumed cause 3 P1, P5, P7 
Observable user actions 2 P1, P3, P5, P7 
Solution proposal 3 P3, P5, P7 
Test procedure description 5 P8 
Executive summary 5 P8 
Business goals 5 P35 
Report layout 5 P8 

Software quality model Clarity  1 P1, P3, P5, P7, P8, P35, P44 
Persistent 5 P3 
Justified 5 P3 
Persuasive  5 P44 
Usefulness 4 P35, P44 
Data quality 5 P8 

General Expert judgement 5 P4, P7 
(*) The ranking showed the assessment criteria used the most in measuring quality of usability defect reports (in ascending 
order) 
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With regards to the software quality criteria, seven studies used clarity attributes to assess if the 

usability defects were described precisely, meaningfully, and contained unambiguous explanation [P1, 

P3, P5, P7, P8, P35, P44]. We also observed that even non-expert evaluators failed to fulfil all report 

content criteria, but they could describe some information clearly [P1], and provide positive findings 

for the evaluation [P39]. However, these studies did not indicate which information non-expert 

evaluators could explain precisely. Other studies uniquely defined their quality attributes such as 

persistent [P3], justified [P3], persuasive [P44], and usefulness [P35, P44].  

The general category comprised of expert judgment. Studies that relied upon expert judgment 

measured quality using criteria such as how similar problems were identified and use of appropriate 

claims to justify the problems. In order to minimize judges’ bias, measures of association, bias, and 

distribution of the judgement were calculated. In our review, two studies employed professional judge 

ratings [P4, P7].  

The second key topic is emphasizing the ways to improve usability defect descriptions. There are 

several aspects of possible improvement. To improve defect report content and structure, Hornbaek and 

Frøkjær [P3] recommend four elements for good usability defect reports: 1) include solution proposal, 

2) justify why something is a problem by referring to the behavioural consequences of a problem, 3) 

present descriptions of problems that are complex and persistent for users, and 4) make the problem 

description long enough. In a different work [P35], they proposed the use of business goals in 

justifying usability defects, as the information would give higher utility and impact to the company. 

Furthermore, they found that business goals help focus the evaluation. Ko et al. [P48] suggested that 

the defect report title should consists of software behaviour, relevant quality attribute, problem, 

execution context, and if the report is a defect or feature request.  

In terms of usability defect report format, software developers highly prefer a multimedia 

presentation, screen dump, and redesign proposal for presenting usability defects because they provide 

ideas on the problem context [P44]. To improve a usability defect reporting tool, Faaborg and Schwartz 

[P27] proposed the adaptation of usability heuristics when labelling usability defects. In fact, a 

usability-shared vocabulary (such as consistency, jargon, feedback) can be useful in describing the 

cause and impact of user interface problems. However, this approach is highly dependent on the clarity 

of each heuristic’s definition and use of good examples, as users of defect reporting tools may have 

limited HCI knowledge. To effectively capture usability defects, Howarth et al. [P7] proposed the 
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usability problem instance approach to record usability defects. Using this approach, they found out 

that expert judgment provided higher ratings for describing the cause of the problem and solution 

proposal description. Hornbaek and Frøkjær [P3] found that usability evaluation methods influence the 

level of detail of defect description. For instance, problems identified with the metaphor of human 

thinking are more justified compared to problems found with testing aloud. 

3.2.1.2 Classification of Usability Defects 

In existing defect repositories, defects are classified as either a defect (blocker, critical, major, minor, 

normal) or an enhancement. However, this labelling scheme does not have sufficient knowledge for 

understanding the properties and features of various types of usability defects. This is evidenced by a 

number of studies available in the literature [P21, P22, P42, P46, P50]. We group the research into 

different goals below. 

• Understanding usability defect characteristics - Lal and Sureka [P22] investigated the 

differences, similarities, and correlation between terms and usability defect types. They found 

that terms present in defect report titles and description are related to usability defect type. For 

instance, usability defects frequently use terms such as “window”, “user”, “zoom”, “menu”, 

and “click”. In relation to usability defects, they discovered that 1) usability defects are the 

largest contributor to regression defects, 2) the median mean time to repair (MMTR) value for 

usability defects is fairly high compared to other defect types (cleanup, crash, polish, 

performance, regression, and security), and 3) usability defects are the second highest of 

duplicated defect reports. Xia et al. [P50] studied the relationship between types of defects and 

severity. They discovered that most user interface and usability defects are assigned as block 

and critical severity. 

• Understanding the cause of usability defects - Li et al. [P42] developed a classification model 

for classifying defects to root cause, impact and software component. They found that 

graphical software is threatened by graphical user interface (GUI) defects that are mostly 

caused by semantic errors, such as missing features and wrong functionality.  

• Understanding the impact of software defects– Vetro et al. [P21] conducted an experiment to 

classify software defects according to ISO/IEC 9216 quality model (functionality, reliability, 

usability, efficiency, maintainability and portability). They found functionality and usability 
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were the most dominant impacted quality attributes. Kreyss et al. [P46] used the IBM quality 

measurement to categorize defect report distribution. Across the nine quality attributes 

(capability, usability, performance, reliability, installability, maintainability, documentation, 

serviceability, and overall usability) was ranked as the second highest problematic quality 

attribute. The results from the study gave an overview of where improvements should be 

focused. 

3.2.1.3 Duplicate Defect Report Analysis 

Many previous studies have reported how duplicate defect reports of any sort may slow down the 

defect fixing process as more resources and time are needed to identify and close duplicate defects 

[64]. However, duplicate defects should not be ignored because they may contain additional 

information that may be useful to resolve defects [20]. With regards to the latter concern, we identified 

four studies that addressed a way specific usability detects are detected and handled. In the usability 

engineering literature, duplicate defect report classification is referred to as matching and merging, and 

does not appear to be an area of active research. 

• Matching – a process to detect duplicate problems. Vermeerena et al. [P12] analysed the 

usability problem’s similarity based on the situation in which the problem occurred, the user’s 

observable behaviour at the time the difficulty occurred and how the user thought, felt or 

understood certain tasks. Hornbæk and Frøkjær [P13] studied four matching techniques 

(similar changes, practical prioritization, a model of Lavery et al. (1997) and the User Action 

Framework). Their experiment showed that similar changes produced more single problems 

than the other techniques, and practical prioritization reaches highest level of agreement 

among novice evaluators. Hindle et al. [P56] used different contextual features – architecture 

words, non-functional requirement words, LDA topic words, and random English words - to 

improve the accuracy of defect report deduplication. Their experiments demonstrated that the 

effectiveness of domain-specific context could improve the quality of duplicate defect 

detection. 

• Merging – a process to consolidate similar problems. When similar problems are identified, 

they must be linked to the primary report the current duplicate refers. To address this process, 

Law and Hvannberg [P36] used a manual merging process, where evaluators recorded every 
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change made to the usability problems in their own consolidated list. The results of their study 

found that the merging process is influenced by the evaluator effect, in which the merging rate 

and severity increased when evaluators performed merging process in a group. However, 

confidence level, which is influenced by personal experience, does not fluctuate with the 

merging process. 

3.2.1.4 Estimation of Usability Defects 

We only found one study that used usability defect data to determine defect discovery rates. Using 

Good-Turing discounting with a normalization procedure, Lewis [P19] revealed that higher levels of 

description produce a higher estimate of discovery rate. 

3.2.1.5 Design Discussion of Usability Defects 

We found only three studies in the software engineering literature that focused on correction discussion 

and had goals concerning user interfaces and interaction design.  

• Addressing and resolving usability defects – Twidale and Nichols [P21] identified two topics 

commonly discussed by users: 1) debate about the validity of usability problems; and 2) 

critiques and refinement of candidate solutions. They also expressed concerns about usability 

defect solutions that may introduce ripple effects. 

• Understanding structure and content of design discussion – Ko and Chilana [P26] observed 

trends in online design discussions including establishing scope, proposing ideas, identifying 

design dimension, defending claims with rationale, moderating process, and making decisions. 

However, the temporal presentation of discussion comments was inadequate to support 

proposals and critiques among a broad range of users.  

• Supporting online forums – Raza et al. [P31] discovered that the open source community 

works in a collaborative environment to identify and find possible solutions to usability 

defects. The number of active mailing lists and messages posted on online forums indicated 

significant and active support from open source community. 
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3.2.2 Issues in Defect Reporting 

Addressing the identified challenges of existing usability defect reporting processes and tools serves as 

a basis for any improvement in software defect management practices. We identified these reported 

challenges from both software engineering and usability engineering studies. From the software 

engineering perspective, these challenges include difficulties faced by reporters to report, track and 

manage usability defects in existing defect tracking systems. Most challenges identified in the usability 

engineering field are related to human factors and usability evaluation methods, while challenges in 

software engineering field are due to limitation of existing defect repositories. Key reported challenges 

we found from the previous studies are summarized below. 

3.2.2.1 Developer mindset 

One of the prominent dilemmas among evaluators is when their usability defects reported get a lot less 

attention than they think they deserve from software developers. This situation seems to happen when 

software developers cannot understand the problems, especially when they do not participate in the 

evaluation or witness how users struggle to accomplish certain tasks [P1, P9, P37]. In some cases, 

software developers do not always agree with the higher severity ratings of usability defects given by 

reporters. In fact, software developers usually assess severity somewhat differently from reporters, and 

usability defects often end up with low severity rating and lower priority than functional defects [P37, 

P53]. Therefore, comparing usability defects in the context of functional defects is impractical as 

usability defects can be overlooked [P54]. 

3.2.2.2 Subjective bias  

Evaluating usability aspects of a system is highly subjective to an individual and thus the reporter [P26, 

P40]. That is, one might see one aspect of an interface as problematic, but others may not. It is thus 

difficult to persuade software developers or designers that the usability defects raised are indeed real 

defects, that they require the same attention as functional defects, and need fixing. In fact, an 

agreement/disagreement between severity ratings is also seen as an effect of subjective bias by 

software developers or designers evaluating their own designs [P1, P23]. This has raised questions as 

to whether usability defects should be reported into a shared defect database or usability defects should 

have their own database [P54]. 
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3.2.2.3 Evaluator effect  

Our review observed that the way usability defects are described is influenced by skill and experience 

levels of the evaluator. From the usability engineering literature, most studies reported that expert 

usability evaluators are better at identifying and describing usability problems than the software 

developers or novice evaluators [P1, P5, P7, P8, P14]. It should be noted that inexperienced usability 

evaluators might feel that not all problems should be reported, and when they find a problem they do 

not know what information should be reported. This challenge has led to incomplete usability defect 

descriptions, in which a report usually does not contain possible causes of the problems, recovery steps, 

possible solutions, and clear reasons why something is a problem [P20, P39, P53].  

3.2.2.4 Defect discovery methods  

The completeness of usability defect descriptions also depends on the defect discovery methods used. 

[P3, P20] reported that certain methods, such as metaphors of human thinking, are more likely to have 

more information to justify a problem found compared to think aloud method. In other words, selection 

of appropriate testing techniques may help evaluators to identify usability problems effectively and 

collect necessary usability defect information to report. However, in open source projects where often 

no formal usability testing is conducted, there is still a lack of mechanisms to discover and report 

usability defects, especially those encountered by typical or non-experienced users [P20].  

3.2.2.5 Complexity management   

The process of managing usability defects is a largely human task, especially when discussing design 

solutions in defect repositories. There are two aspects of complexity in managing usability defects we 

found from literature. First, the linear temporal discussion structure may not be sufficient to enable 

users to keep track of all the discussion elements, such as elaboration, confirmation, allocation of 

works, proposed fix, and revision [P40]. This makes it difficult for users to compare and critique a 

correction proposal, as they have to read through the entire comments. One way to minimize this 

challenge is to use nested comments [10], [42], [65] so that the critiques in the design discussion can be 

more explicit. Second, the changes to interface design might be risky, as any changes may have 

impacts on the other components of the system [P40], cause confusion to existing users [P26], and may 
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involve major changes to business and technical constraints [P29, P53]. In this case, some usability 

defects are difficult to explain and proposing useful and usable recommendations may be hard.  

3.2.2.6 Lack of appropriate channels for reporting usability defects  

Existing defect repositories, such as Bugzila, Trac and JIRA, were designed as text-centric mediums 

for functional defect reporting. This causes some usability defects that relate to user’s feelings, 

emotions and “struggling” with an interface to be difficult to explain textually [P20, P40, P57]. To 

overcome this limitation, defect repositories, such as Bugzilla could have a mechanism to easily and 

interactively record, upload, show, maintain, and comment user submitted videos, images and voice 

[P10, P38, P57]. Furthermore, some defect repositories that were developed by and for software 

developers have caused usability defect reporters to fill in considerable amount of information, much 

of them not relevant for usability defects [P6, P38, P57]. Considering these challenges, several studies 

have suggested a mechanism to support non-expert users in terms of automated collection contextual 

metadata and cognitive information [P20, P23] and less user registration [P40]. 

3.2.2.7 Lack of specific guidelines for usability defect information reporting   

Although generic defect report templates and evaluation reports are available, most of them do not 

clearly define specific information that should be reported for usability defects in general and different 

kinds of usability defects [P29, P36, P54, P57]. For example, in assigning usability defect severity, 

there are no standard guidelines and rules available. According to [P36], users usually use their 

personal experiences as a benchmark to judge problem severity. Similarly, a lack of guidelines and 

exemplary recommendations make the quality of fix recommendations highly varied [P29]. 

3.2.3 Key Recommendations 

In this section, we draw from our review findings and the findings of other studies and surveys to 

provide a set of key recommendations for further research in usability defect reporting. These provide a 

road map for further usability defect reporting research and while many are complimentary, we order 

them roughly in our suggested priority order to address. 
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3.2.3.1 Recommendation R1 - Prioritize usability defect attributes by their level of importance 

for software engineers 

There are many separate usability defect attributes that we have identified from usability engineering 

studies (33 attributes). Many of them do not appear to be important for understanding, replicating or 

correcting the usability defect from a software engineering perspective. Since a key aim in our research 

was to simplify and improve the defect reporting process, we have to identify which of the attributes 

have the greatest influence on defect fixing process. We could focus on capturing the ones that will 

have the greatest impact in convincing software developers of a problem and assisting them in 

prioritizing, diagnosing cause, and correcting. Related to this, we found little work on how to best 

prioritize usability defect reports to provide best value to end users i.e. fix those most seriously 

impacting usability first. As above, this requires better ways to characterise usability defects, classify, 

determine severity, and convey this to software project managers and developers. 

To advance these important research and practice outcomes a detailed survey and interviews with a 

large number of software engineers is needed to determine critical attributes for them. Additionally, 

understanding better the difference between usability defect reporter and consumer perspectives is 

essential. Improved usability attribute terminology and understanding in terms of impact on usability 

defect description and diagnosis is also needed. Mining existing defect repositories to understand what 

attributes seem to lead to improved correction may also assist this. 

We partially addressed this recommendation in Chapter 5.  

3.2.3.2 Recommendation R2 – Provision of key usability-related defect attributes 

Following on from R1, we observed that many of the usability defect description formats in use do not 

define separate attributes to indicate specific key information about a usability defect. This results in 

many software developers with little experience reporting “usability” issues finding difficulties in 

understanding the reported issue. This means that software developers do not always agree or 

understand the usability defects actually reported, even if reported at all. As a result, usability defects 

get less attention or are sometimes even closed off as not valid. 

One way to overcome this issue is to define and capture usability defect attributes at a fine-grained 

level, which can reveal more detailed issues with usability characteristics, such as heuristics, defect 
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category, location and impact. Additionally, by introducing dedicated fields/ attributes to address likely 

interaction difficulties, the end user’s feeling, and how they see an interface as problematic – so that 

the usability “struggles” exemplified in the usability defect reported can be better understood and 

appreciated by software developers using the usability defect report. This information can be used by 

project managers and software developers for defect management purposes, as well as providing 

researchers with richer information to conduct empirical analysis of usability defect cause, impact, 

tracking, and resolution.  

In order to identify critical usability defect attributes to report, research needs to be carried out to 

determine both: (1) what reporters are reporting and think they should be reporting, and what 

developers require in order to fix usability defects; and (2) what usability defect attributes actually 

impact defect understanding and correcting. This could be done via surveys and interviews of reporters 

and developers, to get opinions of attributes required, and mining of existing defect repositories, to 

understand what is being reported and its impact on resolution. 

To minimize unnecessary or irrelevant attributes for a particular usability defect, usability defect 

reporting forms could be adjusted using for example, a contextualised question-based design so that a 

reporter can select specific attributes that are relevant to them.  

We addressed this this recommendation in Chapter 5 and Chapter 7.  

3.2.3.3 Recommendation R3– Provide reporters customised usability defect report forms 

The static reporting template offered by most functional requirements-oriented software defect 

repositories is generally universal. These do not consider the influence of the different types of 

reporters, different kind and use of diverse usability evaluation methods, and the phase of development 

where the usability defects are found. Almost all research shows that all defect types are reported using 

the same generic defect reporting template. In some cases the information requested on the form is 

simply not relevant and some is beyond the reporter’s knowledge [7]. Most are text only and do not 

support other forms of input collection, or make it difficult to capture and attach.  

A number of enhancements to existing reporting tools have been suggested in the literature [P45, 

P49, P51, P55], or can be deduced from the related usability defect reporting issues discussed above. 

We think that using a guided reporting method where reporters are assisted with predefined attributes 
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for input selection, online help and question/wizard-based interaction may greatly improve capture and 

quality of usability defect reports [66], [67]. In this way, even if the reporter has less knowledge about 

usability, they can still be guided to capture reasonable quality defect reports. As a result, the recorded 

data will be more structured, fine-grained and uniform for usability defect report management. Users 

should be prompted/allowed to capture relevant attributes based on types of usability defects, the 

reporter’s profile (e.g. non-technical user, technical user, usability experts, and etc), and usability 

defect report attributes be prioritized based on the types of defects and relevancy. 

Additionally, usability defect report forms should be simple. Simplicity – the art of minimizing the 

amount of requested attributes in a usability defect report – is a necessary quality focus, by including 

only what software developers need rather than what reporters think – to make it easier for software 

developers to understand, replicate and fix the problems [P55]. Giving a reporter a simple set of 

explicitly usability-focused defect reporting forms for different kinds of defects could encourage them 

to report more usability defects with better outcomes, rather than imposing on them many complex, 

irrelevant attributes.  

Another issue in usability defect reporting is that usability engineering tools and techniques are 

quite distinct from software engineering defect repository reporting and management tools and 

software engineering unit testing methods. This can cause repeated defect reporting when transferring 

usability defect information found during formal usability evaluations to project defect repositories, a 

waste of time, and possibility of information loss. Having a standard format that can be shared between 

the usability and software engineering communities would add value. However, further research to 

empirically study the impact of using separate and shared defect repositories would suggest a better 

usability defect reporting approach.  

A further area for future research is to investigate the key factors influencing quality usability 

defect reporting, from the perspective of non-technical reporters. Using this knowledge, how can next 

generation usability defect reporting tools be better designed to leverage HCI knowledge, domain 

knowledge and end user knowledge?  

We addressed this recommendation in Chapter 4 and 7. 
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3.2.3.4 Recommendation R4 - Develop an improved taxonomy for classifying usability defects 

There are currently many usability defect taxonomies, classifications and attributes of usability defects 

identified in HCI literature and software engineering literature. We found many studies identifying that 

many usability defect reports lack sufficient attributes for classifying usability defects. A key obstacle 

of using existing usability defect report data is the widespread use of unstructured textual features in 

most current defect tracking systems. Lack of usability knowledge or different usability knowledge 

among reporters has produced reports that use a wide range of non-standard usability terms that 

complicates usability defect classification and identification. In addition, existing defect report 

attributes do not capture usability related information that can be directly used to filter usability 

defects. We observed only two studies [P30, P32] that specified the types of defects to describe 

usability defects across the 13 formats we identified.  

There are several reasons for classifying usability defects: 1) to better identify and disclose the 

probable causes of the defect; 2) to highlight the impact of usability defects on the intended user task 

outcome; 3) to treat usability defect priorities the same way as for other defects; and 4) to 

quantitatively track usability defects, defect impact and defect resolution over time. 

We also observed a great deal of inconsistency in the terms used in usability defect reports for 

specifying the same usability defect across the 13 formats found. For instance, a “severity” attribute 

was used in most of the formats to denote the importance of the defects to be fixed [68]. However, 

other than severity, some studies used impact [P12, P16], seriousness [P13, P53] and category [P5] to 

refer to severity.  This variation of terms for one usability attribute can also be found in use of “minor, 

major, enhancement” for a defect’s severity, while others used “severe, critical”, which resulted in 

inconsistent data which was not comparable. Many other usability attributes are used inconsistently in 

terms of both name and value. This leads to inconsistent reports even within the same project which are 

hard to read, understand, track, and prioritize.  

To solve these issues, the HCI and software engineering communities need to develop a more 

comprehensive and agreed usability defect taxonomy. Much of this work has been established in terms 

of HCI usability evaluation terminology and attributes, but has been inconsistently applied or not 

applied at all in software engineering practice around usability defect reporting. Along with 
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comprehensive, agreed usability defect taxonomy, an agreed set of names and meanings for usability 

defect attributes are needed. 

We addressed this recommendation in Chapter 6.   

3.2.3.5 Recommendation R5 – Provide good contextualized guidelines for well-written 

usability defect reports 

This study identified some research that defined guidelines for characterizing how usability defects 

should be reported. However, these lack content-related criteria that would assist reporters in collecting 

important and useful information for describing the defect and correcting the defect [P2, P5, P37, P52]. 

For instance, a good usability defect report should describe the issue precisely, but often the 

information that really needs to be reported is not explained clearly or even not captured at all. 

Inexperienced reporters in particular may think that their reports are complete, but they may actually be 

providing irrelevant or inadequate information.   

These issues require further research into what influences the fixing of usability defects. This 

might include mining defect repositories for evidence of useful attributes and reports, and surveying 

and interviewing both reporters and developers. The findings from these kinds of studies could be used 

to produce better contextual guidelines that assist both reporters and software developers. Another 

related area for both HCI and software engineering research is studying the “evaluator effect” in terms 

of how it impacts the usability defect reporting. A related concept we call the “reader effect” – how 

software developers read, interpret and action usability defect reports – appears to be an as yet 

unstudied area, that with better knowledge also may improve defect reporting. 

3.2.3.6 Recommendation R6 – Develop more automation in usability defect reporting 

Much current usability defect reporting in software teams is still highly text-based and manually 

captured. Apart from better information capture for usability defect reports, as discussed above, more 

automated data capture and richer kinds of information capture are needed. Many usability engineering 

tools provide both of these e.g. instrumenting applications to capture traces and user interaction, 

recording richer user interaction and mapping to user task, and capture of video, audio, screenshots, 

diverse interaction (touch, sketch, gesture, accelerometer, as well as keyboard and mouse). However, 

most software engineering defect tracking tools make capture of this highly manual, uni-format 
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(usually free format text), or make adding and manipulating attachments difficult (or impossible).  

There may be entirely novel approaches to make usability defect reporting possible combining HCI 

usability engineering methods and tools with software defect reporting and management repositories. 

Where possible, supporting automated capture of usability-related defect issues would enhance the 

reporting process, but also the replication, solution discussion, and correction processes. Such data 

collection should include structured, contextualized reporting forms as above, but also event traces, 

interaction traces, screenshots, audio and video, a variety of interaction styles, especially for mobile 

applications, and enable software developers to view this in context with the usability defect report 

attributes captured. Attachments such as audio, video and interaction recordings should be interactively 

manipulable as in some HCI-oriented usability assessment tools. 

3.3 Threats to Validity 

Even though this systematic review was performed according to a well accepted process [31], [51], we 

cannot guarantee that we have covered all studies in this area. Each systematic literature review process 

described in section 3 was exposed to some threats. We describe the threats associated with each 

process and the mitigation strategies used for this review. 

Data source and search strategy. This review is limited to studies that were published from the year 

2000 onwards. Thus, it neglects studies that were published before the year 2000. We were aware that a 

few studies on usability defect reporting were published in 1997 [69] and 1999 [12], but these studies 

were  extended in other studies [70], [71], which were included in our review. Other than that, we 

cannot guarantee the selection of the search strings covers all terms used in both software engineering 

and the usability-engineering field. In this case, we tried to derive a different set of search strings for 

different fields of study and these are adjusted accordingly to each search engine (as described in 

section 3.2.2). Additionally, we included a reference chaining search as a secondary search to 

minimize this threat.  

Study selection. The selection of studies was performed by the main researcher, which may have 

resulted in missing studies. However, the other supervisors provided detailed feedback during the 

review process and monitored the systematic literature review protocol execution closely. We have 

used clear inclusion and exclusion criteria to reduce selection bias. 
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Data extraction and synthesis. We found that some studies do not have clear details about the format 

used for reporting usability defects. In this case, we had to make assumptions on the basis of our 

judgment. Therefore, there is a possibility that some of the extracted results are partially inaccurate. In 

order to mitigate this, the three supervisors randomly picked several studies, refined and verified the 

extracted data. The main researcher then rechecked the earlier data extraction. Overall agreement was 

very high between the supervisors in terms of classification of studies and agreement on extracted data. 

3.4 Summary 

This chapter describes the SLR process we carried out. We performed a comprehensive literature 

search on five reputable online databases using multiple search strings and a two-phase screening of 

papers. As a result, 57 papers were selected. We divided the papers into three main categories; 1) 

reporting usability defect information - which is related to research on reporting the usability defect, 2) 

analysing usability defect data - which is related to researching the use of defect data, and 3) challenges 

– which refer to issues identified in current approaches to usability defect reporting and management.  

In usability engineering and HCI studies, evidence showed that various diverse mechanisms are 

used to capture and record usability defects. This is supported by numerous defect report content and 

formats to present the information. However, most of these mechanisms and formats were used in 

isolation. That is, each mechanism and format was designed to the specific usability evaluation method 

and does not integrate with the central defect database. Furthermore, existing guidelines to assist 

reporters in writing a good usability defect description lack guidance for collecting usability defect 

data.  

In the software engineering discipline, usability defect reporting has been less frequently 

investigated. Existing studies that investigated usability defect reporting have focused especially on 

addressing the limitations of open source defect repositories to support usability defects. While most 

challenges in the usability engineering field are related to human factors and usability evaluation 

methods, challenges in software engineering field are due to limitation of existing defect repositories to 

capture usability-related information.  

Overall, the results from the SLR showed that usability defect reporting processes suffered from 

mixed data, inconsistent terms and values of usability defect data, and insufficient attributes to classify 
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usability defects.  Although mailing lists and online forums have become an alternative interaction hub 

for users to discuss usability defects, especially in OSS development communities, the linear sequence 

of communication makes it hard to extract the contextual information for developers to fix the 

problems.  

These limitations and challenges motivated this research to investigate further what constitutes the 

ideal content of a usability defect report. In particular, we are interested in identifying important 

usability-related attributes, terminologies that best describe usability defect, and critical usability defect 

attributes that need to capture. We addressed these investigations in Chapter 4.  
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4 Information Needs for Reporting Usability Defects 

Reporting usability defects can be a challenging task, especially in convincing software developers that 

a usability defect reported is indeed a real defect. Specifically, the subjective nature of usability defects 

that cause confusion for some people require stronger evidence to describe and report the problem. 

However, research to date in software defect reporting has not investigated the capturing of different 

information based on defect types, such as usability defects. This lack of empirical data on information 

needs for different types of usability defect reporting impedes research on finding what information is 

best to describe a usability defect. While previous studies have identified steps to reproduce, actual 

output, and expected output as an important information to fix software defects in general, however, 

these studies do not consider what information should be reported, and how the information should be 

presented in the context of specific types of defects.  

To fill this gap and to find answers for the second thesis research question“RQ2 - What usability 

defect information do software developers and reporters emphasize in current usability defect 

reporting?”, we designed a research study to identify what reporters currently provide when describing 

usability defects, what information software developers need to fix usability defects, and how usability 

defects are actually described in real software development projects. This chapter presents the details 

of this study. 

4.1 Methodology  

To answer “RQ2 What usability defect information do software developers and reporters emphasize in 

current usability defect reporting?”, we designed two studies to identify the types of information 

needed to describe usability defects. In the first study, we surveyed software development practitioners 

in both open source communities and industrial software organizations about their usability defect 

reporting practices to better understand information needs to address usability defect reporting issues. 

The second study involved an analysis of usability related defects reported in the Bugzilla software 

defect repositories of Mozilla Thunderbird, Firefox for Android and Eclipse Platform projects, 

respectively. 

Since we used more than one method (survey and defect report mining) to collect data on the same 

topic, we chose a triangulation method to answer RQ2. The use of a triangulation method gives an 
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understanding of how usability defects are described from different perspectives, and reveals some 

commonalities and dissimilarities between what is claimed by the practitioners with what is written in 

their reports. Table 4.1 described the different methods and strategies used in this research along with 

the rationale of selecting the method and strategy. 

Table 4.1. Description of research methods and strategies. 

Method Strategy Rationale 

Surveying 
software 
development 
practitioners 

Questionnaire Conducting online surveys of practitioners is a useful way of gathering insight into how 
participants deal with usability defects. In this method, we are expecting to collect 
detailed information on what reporters provide when reporting usability defects and what 
information is expected by the software developers to fix usability defects. Unlike face-to-
face survey interviews, online survey caters to privacy needs of the participants in order to 
provide open and honest feedback, and gather meaningful opinions.  

Analyzing open 
source usability 
defect reports  

Observation Open source defect repositories offer significant source of empirical data. Analyzing the 
text data of defect report could provide confluence evidence of how usability defects are 
described in real software projects development. In addition, the use of document analysis 
method is useful to support and strengthen research topic, especially in contextualizing 
research topics within its subject or field, and provide supplementary data that participants 
in the survey have forgotten [72]. 

4.1.1 Online Survey of Software Development Practitioners 

This survey was divided into two themes investigating “important usability defect attributes” and 

“factors that influence usability defect report quality”. This chapter only reports the results relating to 

the first theme about the information needed for reporting usability defects. The next chapter reports 

the finding on the second theme on factors influencing usability defect reporting. 

4.1.1.1 Research Questions 

The main objective of the first theme of the survey was to identify: 

1. What information do reporters use to describe usability defects? 

2. What information do developers consider useful for fixing usability defects? 

This investigation set out to provide a comprehensive view on the day-to-day practices when 

dealing with usability defects and pinpointing challenges. Through this study, researchers can find 

characteristics, open issues, and understand the nature of describing usability defects, which can be 

valuable for improving defect reporting processes and tools. Software development practitioners, in 

turn, will also find technical references for reporting specific types of defects.  
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4.1.1.2 Survey Design 

The survey was developed using the Opinio tool. We conducted a self-administered survey, as this kind 

of survey approach offers greater flexibility to participants. Participants can answer the survey at their 

convenience without intervention of the researchers collecting the data. The survey was open from 

June until November 2015.  

4.1.1.3 Development of Survey Instruments 

We did not find any research on usability defect reporting in the software engineering literature. 

However, our review of software defect reporting reveals a number of studies that investigate the key 

information to fix software defects in general [20], [21], [29], [33], [73]. As our survey is in the context 

of software engineering research, we reused some defect attributes relevant to usability defects studied 

in [20], [21] – steps to reproduce, actual and expected results, software context, and screenshots. 

Furthermore we added video, audio, assumed cause, UI event trace, proposed solution and usability 

principle to the list of usability defect information. This information is useful when describing usability 

defects, especially in addressing usability concerns, indicating the problematic user interface 

component, and describing particular specifications of the environment used for evaluation. 

4.1.1.4 Questionnaire Design 

The survey had a total of 50 questions split into seven sections. Around 14% of the questions on 

investigating usability defect attributes were derived from [20], [21]. Questions on the influential 

factors of defect reporting practices, like knowledge, experience, tools and methods were based on 

[74]. Other questions were formulated based on our literature review.  

The survey questionnaire included both closed and open questions. Most of the closed questions 

used a Likert scale with five possible responses (“Never”, “Rarely”, “Sometimes”, “Often”, and 

“Always”). The questionnaires consisted of two versions: one for usability defects fixer (developers) 

and one for reporters. The sections are: 

1) Background information: We collected general information about the respondents including 

gender, age ranges, employment information, and role in dealing with usability defects.  
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2) Training/ certification in Human-Computer Interaction: We asked both reporters and 

developers if they attended any HCI and/ or usability training and how useful the 

training/certification was.  

3) Discovering usability defects: We asked the reporters about their experience in software 

testing and methods they used to discover usability defects. The respondents were also asked 

if they agreed (on a Likert scale) that the amount of information available for reporting 

usability defects varies according to how defects are discovered. Some of the findings are 

discussed in Chapter 5.  

4) Reporting usability defects: We asked what information reporters usually provide, evidence 

they used to support their claim, and how usability defects are presented. This section also 

asked reporters to rank top five most difficult attributes to provide.  

5) Fixing usability defects: We asked what information do software developers usually use when 

fixing usability defects and ranked the top five most importance attributes. The software 

developers were also asked to indicate the problematic attributes that they have experienced 

and their opinions on the quality of defect reports produced by different types of reporters.  

6) Defect reporting and automation tool: We asked both reporters and software developers on 

their experience of using defect reporting and automation tools. Questions focused on tools 

used and their effectiveness to capture and manage usability defects. Other questions aimed to 

get opinions on the influence of experience, and knowledge in designing new defect reporting 

form. Some of the findings are discussed in Chapter 5.  

7) Knowledge and experience in usability defect reporting: We asked both reporters and software 

developers about their view of experience and knowledge in usability defect reporting. The 

questions asked about the influence of level of experience, and whether different types of 

knowledge (usability/ software engineering, domain and technical) can affect the level of 

detail of defect reports. The findings of this section are discussed in Chapter 5.  

See Appendix B for complete survey questions. 

4.1.1.5 Evaluation of Survey Instruments 

This survey was piloted with Swinburne Software Innovation Lab (SSIL) software engineers and 

fifteen software developers were recruited during a developer conference (DDD Melbourne 2014). 
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Based on the written and verbal comments, and the pattern of responses received, the survey 

instruments were refined.  

This survey study was approved on behalf of Swinburne’s Human Research Committee 

(SUHREC) by a delegated SUHREC subcommittee (SHESC2) (Approval number: SHR Project 

2014/231). See Appendix F. 

4.1.1.6 Selection of Participants 

Since our target sector is open source development, which is an increasingly broad group of people 

ranging from professionals to end users, we replicated this environment by surveying software 

development practitioners with varying experience levels and roles (including developers, testers, and 

managers), and non-IT related professionals. We made assumptions that these practitioners and users 

have similar characteristics (albeit working in a different environment with different resources) to those 

users in an open source context. We used a survey of practitioners to collect their current practices, 

challenges, and perspectives of reporting and handling usability defects. 

The respondents were recruited from both open source and industrial communities. For open 

source respondents, we advertised the survey through community forums, such as Eclipse Community 

forums. While industrial respondents were invited through Facebook, LinkedIn, Software Testing 

Club1 and researchers’ industrial contacts. Participation was voluntary and participants were allowed to 

discontinue participation at any time during the research activity. The consent to participate in the 

survey was implied by the return of the anonymous questionnaire. However, a precise response rate 

cannot be determined, as the total number of the participants who received the invitation is unknown. 

4.1.1.7 Data Analysis 

This survey collected both qualitative and quantitative data. For quantitative data, we used descriptive 

statistics, while qualitative data was analyzed using exploratory analysis [75]. We began by reading the 

respondents’ comments, looking for keywords, trends and themes. Next, the results of the analyses 

were used as supportive evidence for the quantitative results. Finally, we generated hypotheses for 

further study. The responses to the qualitative questions are discussed only briefly in this paper.  

                                                             
1 http://www.softwaretestingclub.com/forum 
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4.1.2 Software Defect Repositories Mining 

In addition to the survey of software development practitioners, we examined a subset of developers-

tagged usability defects reported in Bugzilla defect repositories of the Mozilla Thunderbird, Firefox for 

Android, and Eclipse Platform projects. The motivation of this analysis was to examine how usability 

defects are described in actual defect repositories, as compared to what is claimed by the participants 

through the online surveys. Despite identifying the presence of certain defect information when 

describing usability defects, we also studied the characteristics of usability defects in our dataset. The 

findings of this analysis were used to validate the findings from our online surveys using triangulation 

method. 

4.1.2.1 Research Questions 

In order to investigate the extent usability defects are described by open source communities, and 

reveal common usability defect characteristics, we addressed the following six research questions, as 

listed in Table 4.2. 

Table 4.2. Software defect repositories research questions.  

Research Questions Rationale 
RQ1 What information is commonly provided in open source usability 

defect reports? 
To compare the actual usability defect 
report content with what software 
development practitioners claimed in the 
online survey.   

RQ2 How if at all, is a proposed solution to the usability defect described? 
RQ3 Are usability defects described differently from performance-related 

defects?  
RQ4 What are the dominant types of usability defects (e.g., interface and 

interaction) in open source projects? 
To investigate if the existing usability 
classification model can be used for open 
source projects, and whether the existing 
models need to be revised.  

RQ5 What are the impacts of usability defects and what types of usability 
defects have a severe impact? 

To investigate the cause and impact aspect 
of reported defects. This information is 
useful as a ground basis of the open source 
usability defect taxonomy. 

RQ6 On what basis, do usability defect reporters justify that the user 
difficulty that they experience is an issue? 

4.1.2.2 Defect Sources 

We performed an investigation of usability defects gathered from the Bugzilla defect repository of the 

Mozilla Thunderbird, Firefox for Android, and Eclipse Platform projects. Our choice of these projects 

was based on the following factors: 

• These projects represent a variety of different uses and environments; 



 64 

• These projects have significant GUI that use windows, icons and menus, and interaction with 

the GUI can be done using a mouse, keyboard or touch screen; 

• These projects use standard defect-reporting templates provided by the Bugzilla defect 

repository and this maintains the consistency when comparing the type of information 

presented when reporting defects; 

• These projects make use of keywords to label and classify defect type reducing selection bias; 

• These projects are amongst the most successful user-facing applications that engage various 

levels of user participation with different levels of knowledge and technical experience. 

Across the three projects, only 23,373 defect reports are available to download in CVS format. 

However, we only studied 377 FIXED defect reports tagged with predefined Bugzilla usability 

keywords as listed in Table 4.3. These usability-related defects were representative of usability defects 

in OSS projects from 2001 to 2016. The reason we chose to use FIXED developer-tagged usability 

defect reports is to reduce selection bias, as the software developers had already completed the 

resolution process and have reached agreement on the actual types of defects reported and corrected. 

Furthermore, by analyzing FIXED defect reports rather than the UN-FIXED defect reports, this can be 

useful to identify some patterns of information that are important for usability defects to be accepted 

and fixed. 

Table 4.3. Open source usability defect reports studied. 

Project Total Other 
resolution 

Resolved/ Verified 
Fixed Duplicate Incomplete Invalid Wontfix Worksforme Expired 

Mozilla 
Thunderbird 384 185 88 64 4 9 16 17 1 

Firefox for 
Android 292 62 101 59 3 11 36 20 0 

Eclipse 
Platform 530 78 188 46 - 68 103 47 - 

Total 1206 325 377 169 7 88 155 84 1 
Other resolution – New, unconfirmed, assigned, and reopened  

Usability-related – ue, uiwanted, useless-UI, ux-affordance, ux-consistency, ux-control, ux-discovery, ux-efficiency, ux-error-
prevention, ux-error-recovery, ux-implementation, ux-interruption, ux-jargon, ux-minimalism, ux-mode-error, ux-natural-
mapping, ux-tone, ux-trust, ux-undo, ux-userfeddback, ux-visual-hierarchy 
 

We extracted sample defect reports for each project in four common steps: 1) filter defect reports 

that were resolved as FIXED; 2) specify columns/ attributes that we wish to appear in the defect list. In 

this study, we add Keywords, Opened, Reporter, Number of Comments and Last Resolved attributes; 3) 

extract and save the data in CSV format; 4) filter the usability and performance defect reports. Since 
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the usability defects downloaded for all projects only constitute a small percentage of all reported 

defects we chose to analyze all of them in this work. 

4.1.2.3 Analyzing Defect Report Content  

Our analysis of usability defect report content only focused on the initial reporting of a defect, not 

investigating the subsequent discussion about the problem and its possible solution in the comments 

sections. We used the defect report title, description and attachment fields as our main source of 

investigation. We defined eight metrics based on Capra’s guidelines as modified in [48] to assess the 

presence of certain information when describing usability defects. Since defect reports presented in 

open source defect repositories are in unstructured plain text, we were unable to automatically assess 

the presence of these metrics. Even though the Bugzilla defect report template can be customized to 

label some of these metrics, such as “Steps to reproduce”, “Expected Output” and “Actual Output”, 

many reporters do not explicitly describe these metrics. 

As such, we manually analyzed 377 usability defect reports to identify whether the criteria listed in 

Table 4.4 were presented in the defect report. The extraction and analysis processes were mainly 

performed by main researcher and validated by her supervisors. The presence of steps to reproduce, 

impact, software context, expected output, actual output, assumed cause, solution proposal, and 

supplementary information were set as 1 implies “information exist”, and 0 implies “information does 

not exist”. Since impact, assumed cause and solution proposal do not have separate fields, we 

measured the presence of this information based on the following criteria: 

1. Assumed cause – criteria used to justify the usability problem identified is true. For example 

the defect report number, in which reporter feels the current issue was likely due to the 

previous fixed issue.  

2. Impact – user difficulty, number of reproducibility, high numbers of users encountered the 

same problem, and severity. 

3. Solution proposal – justification of the proposed solution or fragmental/ modification of 

affected code/ patch description on how to fix the problem. 

The procedure we used to analyze the defect reports consisted of going through each report twice. 

The first reading focused on understanding the context of usability problems and identifying the main 

interface or interaction problems described by the reporter. The second reading was to highlight the 
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keywords and snippets of the defect description describing the problem types, impact, and failure 

qualifier based on the previous classification. We used a card-sorting technique to group impact 

information into several groups that have similar ground of user difficulty, while problem types and 

failure qualifier were reorganized according to UPT and ODC, respectively. The detailed analysis of 

usability defect categories, user difficulty and failure qualifier are discussed in Chapter 6. 

Table 4.4. Criteria used to check the presence of usability information in defect reports based on 
Capra’s guideline. 

Quality criteria Related Capra’s Guidelines 
1. Does the defect report describe details steps to reproduce the defect? [29] 

(Steps to reproduce) 
Describe observed user actions 

2. Does the defect report indicate the effect of the problems on the user? 
(Impact) 

Describe the impact and severity of the 
problem 

3. Does the defect report describe the problematic part of the user interface? 
(Software context) 

Describe the impact and severity of the 
problem 

4. Does the defect report contain details of expected output and actual 
output? [29] (Actual and expected output) 

Describe observed user actions 

5. Does the defect report contain criteria used to justify the usability problem 
identified is true? (Assumed cause) 

Describe the cause of the problem 

6. Does the defect report contain design ideas? (Solution proposal) Describe a solution to the problem 
7. Does the defect report contain support information as evidence to the 

problem? (Supplementary information) 
Support your findings with data 

4.1.2.4 Data Analysis 

We report results with descriptive statistics. We used Chi-square test of independence to find the 

significance relationship between: 1) the types of projects and defects, and the presence of seven 

usability defect attributes, and 2) the presence of impact information and defect severity. In addition, 

we used point-biserial correlation to determine whether there is association between length of defect 

description, measured in words, and the presence of usability defect information (which has two 

categories – “present” and “not present”). 

4.2 Results 

4.2.1 Online Survey of Software Development Practitioners 

The data was collected during June – November 2015. A total of 294 respondents attempted the survey. 

However, only 147 responses were included in this analysis. The remaining 50% of responses were 

excluded due to no response beyond the first parts of the questionnaire. One possible explanation of the 

high percentage of invalid responses is due to the out of scope problems, where the respondents are not 

in the target population. For example, the software development practitioners who do not have 
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experience in dealing with usability defects would be not interested or they may find the questions are 

not relevant and return blank questionnaires. 

4.2.1.1 Respondents Background 

The majority of the respondents were male (65.3%), with 34.0% female participants, and 0.7% of 

participants who did not indicate their gender. About 85% of the respondents were between 25 - 44 

years of age. As shown in Table 4.5, majority of the respondents are software developers (40.9%) 

followed by software testers (14.8%) and project managers (10.0%). In terms of years of experiences, 

63.8% of respondents had one to five years of work experience in their current position, while 25.3% 

had more than five years. Among the respondents, only 13.7% had experience on open source projects. 

Table 4.5. Distribution of respondents across professional position and year of experience. 

Professional Position Less than 1 year Between 1 and 3 
years 

Between 3 and 5 
years 

More than 5 
years 

Software developer 4.1% 21.8% 7.5% 7.5% 
Software tester 2.0% 5.4% 3.3% 4.1% 
Quality assurance engineer 0% 0% 2.0% 0.7% 
Customer consultant/ support 0% 0.7% 1.4% 0.7% 
System engineer 0% 0.7% 0% 0.7% 
Test manager 0.7% 0% 0.7% 0.7% 
Project manager 0.7% 3.3% 3.3% 2.7% 
Usability engineer 0% 0% 0.7% 0.7% 
User interface designer 0.7% 0.7% 0.7% 0.7% 
Other 2.7% 6.8% 4.8% 6.8% 

 

Table 4.6. Distribution of participants’ knowledge of HCI. 

Role in dealing with usability defects HCI related training Total 
Yes No 

Reporting usability defects 17 65 55.8% 
Fixing usability defects 8 57 44.2% 

 

Table 4.7. Responses on “usefulness” of usability-related training for reporting usability defects. 

Very useful 44.0% 
Somewhat useful 40.0% 
Neither useful or not useful 4.0% 
Not very useful 12.0% 
Complete waste of time 0% 

 

Table 4.8. Years of experience in software testing. 

No experience 25.6%  
Less than 1 year 6.1%  
Between 1 and 3 years 22.0%  
Between 3 and 5 years 12.2%  
More than 5 years 34.1%  
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Table 4.6 shows respondents’ knowledge of HCI. The vast majority of respondents had not 

received any usability-related training. However, for those who had acquired the related training, 84% 

believed the training was useful for understanding and reporting usability defects (see Table 4.7). Our 

survey findings also show that most respondents had experience reporting usability defects (55.8%), 

while 44.2% has experience fixing them. Most of them have more than 5 years of experience in 

software testing (34.1%) (see Table 4.8).  

Table 4.9 summarizes the defect discovery methods used by the respondents to discover usability 

defects. Note that respondents could select more than one option. More than 60% of respondents 

indicated that they found usability defects when performing exploratory testing, functional testing and 

while using a product. A smaller proportion of respondents indicated that they discovered usability 

defects through alpha/beta testing (26.8%). From the free-text explanation, some respondents explicitly 

mentioned other methods including focus groups, GUI testing, performance testing, heuristics 

evaluation and automated testing.  

Table 4.9. Defect discovery methods. 

Exploratory testing 62.2%  
Functional testing 63.4%  
Usability testing 58.5%  
Beta/ alpha testing 26.8%  
Complaints/ reports from customers 53.7%  
Using the product 62.2% 
Other 7.3% 

4.2.1.2 Medium to report software defects 

As shown in Table 4.10, nearly half of our respondents used written reports (50%), verbal meetings 

(53.7%) and defect reporting tools (53.7%) as a medium for their defect reporting (Q25). Only a few 

respondents used edited video for reporting purposes. For those who have used a defect-reporting tool, 

we asked respondents to mention their tool (Q36).  

As listed in Table 4.11, the most commonly used defect reporting tools reported by our 

respondents were JIRA, Bugzilla and Redmine. Mantis, HP Quality Center, Trello, IBM Rational Team 

Concert, HP Application Lifecycle Management and Visual Studio TFS were listed multiple times. For 

JIRA, Bugzilla and Redmine users - 90% of them agreed to some extent that the tool offers sufficient 

flexibility to capture and manage usability defects (Q37), but free-text feedback revealed considerable 

negative satisfaction (Q38). The following are representative: “Most of the defect reporting tools do 
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not have exhaustive options for usability defects” and “JIRA more customized by client but no specific 

customizations done for usability”.  

Some respondents nominated specific recommendations for usability defect reporting tool 

improvements (Q50). For example, they argued that video evidence could reduce the amount of time to 

reproduce and describe the issues, especially when working with offshore development teams. One 

respondent also suggested a questionnaire feature.  

Table 4.10. Medium for report usability defects – respondents mostly used defect-reporting tools and 
discussed through verbal meeting. 

Medium of reporting Never Rarely Sometimes Often Always Not answer 
Traditional written report 13.4% 11.0% 12.2% 22.0% 28.0% 13.4% 
Verbally in a meeting with designers/ developers 3.7% 6.1% 23.2% 42.7% 11.0% 13.4% 
Edited videos 31.7% 31.7% 13.4% 8.5% 1.2% 13.4% 
Entry in defect reporting tool 7.3% 6.1% 19.5% 15.9% 37.8% 13.4% 

 

Table 4.11. Defect reporting tools used by respondents. 

Defect reporting tool Reporter Developer Defect reporting tool Reporter Developer 
Bugzilla 15 11 SourceForge 1 0 
JIRA 2 5 Mantis 1 0 
Github 1 1 Target Process 0 1 
Redmine 1 1 Clearcase 0 1 
Pivotal Track 0 1 FogBugz 0 1 
Web Helpdesk 1 0 Unknown 2 14 
Trac 1 0    

4.2.1.3 Information Provided by Defect Reporters When Reporting Usability Defects 

Question 13 asked respondents to indicate a frequency of supplying attributes listed in Table 4.12 when 

reporting usability defects. Based on “Often” and “Always” rating, the reporters mostly provide title/ 

summary (81.8%), actual output (79.5%) and expected output (76.8%). steps to reproduce (74.4%), 

software context (70.7%) and software information (70.7%). In order to understand the content of each 

selected attribute, for those who selected option other than “Never”, we further asked questions about 

the elements and supportive materials that they used. For these subsequent questions, multiple answers 

were allowed and respondents could describe other details in a free text section (Question 14 – 

Question 24). Table 4.13 summarizes the responses.  

Title/summary is a headline summarizing the problem. When crafting a title, the majority of the 

reporters explained the situation that was happening at the time the problem occurred (70.7%). Some of 

them (58.8%) preferred to copy and paste an error message. Less than half of the reporters provided 

product details (such as build, version and operating system) (47.6%) and clarified what the quality 
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issues that were affected (43.9%). As expected, good quality issues were created mostly by reporters 

with at least five years of experience.  

Expected output describes reporters’ expectations on how the software should respond. A 

majority of reporters used their knowledge and experience to interpret the intended results (72%). 

Some reporters mentioned usability requirements (59.8%) and usability design guidelines (40.2%) that 

were used to justify their expectations.  

Actual output describes the actual results that differ from the reporter’s expectation or violating 

specification. As indicated in Table 4.13, the actual output was usually described based on the effect on 

a user’s performance (65.9%). In this case, the justification on what was wrong and why it was wrong 

(53.7%) were supplied. Others explained the user’s behavior by outlining the issues (50%). To support 

the claimed issues, reporters preferred to attach annotated screenshots (64.6%) followed by error 

messages (57.3%).  

Software context addresses the location of the problem in the interface. As expected, the majority 

of the reporters mentioned the name of the defective interface, such as screen title (76.8%) and 

problematic user interface object (70.7%). Some respondents (58.5%) described user’s task to indicate 

the context of usage. In terms of specifying the components affected, only 41.5% of reporters could 

supply the information. This information was often conveyed in annotated screenshots (82.9%) 

followed by textual description (64.6%) – as shown in Table 4.14. 

Severity indicates the level of effect the usability defects had on the user. In order to rate the 

severity level, most reporters considered the impact of the issue (74.4%). Others examined the 

frequency of issues occurred during usage (61%) and business impact (48.8%).  

Table 4.12. Defect attributes used to report usability defects – title, actual and expected output are the 
most provided attributes by reporters. 

Items Never Rarely Sometimes Often Always 
Title/ Summary 1.2% 2.4% 14.6% 25.6% 56.2% 
Assumed cause 3.7% 6.1% 23.2% 23.2% 43.8% 
Software context 1.2% 3.7% 24.4% 24.4% 46.3% 
Solution proposal 9.8% 12.2% 32.9% 26.8% 18.3% 
Actual output 1.2% 3.7% 15.9% 20.7% 58.5% 
Expected output 1.2% 7.4% 14.6% 26.8% 50.0% 
Steps to reproduce 2.4% 6.1% 17.1% 31.7% 42.7% 
Severity 1.2% 18.3% 20.7% 22.0% 37.8% 
Software information (product, component, version) 0% 9.8% 19.5% 29.3% 41.4% 
Test environment (Operating system, hardware, browser) 0% 9.8% 26.8% 29.3% 34.1% 
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Table 4.13. Detailed explanation included for each attribute. 

Items % 
Title/ Summary 
Explanation on the situation that was happening at the time the problem occurred 70.7% 
Build or version of the software or operating system on which the problem occurred 47.6% 
An error message that come up 58.5% 
Quality attributes affected  43.9% 
Other – Not mentioned 4.9% 
Assumed cause 
Heuristics that are violated 26.8% 
Design fault 51.2% 
My knowledge of performing and understanding a task or object interface 61.0% 
Other – consequence to the user 3.7% 
Software context 
Location of the problem in the interface, such as screen title 76.8% 
The problematic user interface object, such as button, menu and dialogue box 70.7% 
User’s task 58.5% 
System components that are affected 41.5% 
Other – Not mentioned 2.4% 
Solution proposal 
Alternate solutions 37.8% 
Advantages and disadvantages for alternatives solutions 28.0% 
Usability design principles and/ or previous research 26.8% 
My knowledge to interpret how design is supposed to work 45.1% 
The expected behavior (defects) 46.3% 
The behavior desired (enhancements) 56.1% 
Other – as suggested by project manager 2.4% 
Actual output 
The effect on the user’s performance 65.9% 
The user’s behavior following the issue 50.0% 
What was wrong and why is it wrong 53.7% 
Other – user experience 1.2% 
Expected output 
Usability requirements 59.8% 
Knowledge/ experience to interpret the expected result 72.0% 
Usability design guideline 40.2% 
Other – Not mentioned 3.7% 
Steps to reproduce  
User’s navigation flow through the system 72.0% 
Record the steps 30.5% 
Other - logs 3.7% 
Severity 
Impact of the issue 74.4% 
Business effects, such as costs and time loss 48.8% 
Frequency of the issue occurs during usage 61.0% 
Other – Not mentioned 2.4% 

 

Assumed cause describes the cause(s) of the problem based on the reporter’s judgment. Our 

findings indicated that the cause of the problem is normally justified based on the reporter’s knowledge 

(61.0%). About half of reporters (51.2%) could explain a design fault, such as how the interaction 

architecture may contribute to the problem. Nearly a quarter (26.8%) of the reporters pointed out 

violated usability heuristics. Other information, as described in the free text, specified the consequence 
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to the user (3.7%). To support this justification, a screenshot with accompanying text is the most 

widely used material other than annotated screenshot and textual description (see Table 4.14).  Other 

materials used by reporters included UI event trace (36.6%) and videos with captions (17.1%).  

Solution Proposal describes a recommendation to remedy the usability defects. 56.1% (see Table 

4.13) of reporters addressed the proposal solutions as a way to improve the desired software behavior, 

rather than to correct a defective software behavior (46.3%). Reporters mentioned that these 

recommendations originated from their knowledge (45.1%). To support these recommendations, only a 

few reporters provided alternate solutions (37.8%), advantages and disadvantages for alternative 

solutions (28.0%), and usability design principles (26.8%). Additionally, nearly half of the respondents 

(48.8%) preferred to use a textual form to explain the recommendations. Some of them supported these 

recommendations with an annotated screenshot (39%), and simple sketches (28%). While 25% of 

reporters prefer to demonstrate their recommendations through oral presentations.  

In Question 27, we asked respondents to rank the top five attributes in order of difficulty from 1 to 

5 where 1 is the most difficult and 5 is least difficult. Among the attributes considered to be most 

difficult to provide, respondents ranked assumed cause, usability principle, video recording, UI event 

trace and title.  

Table 4.14. Materials used to support usability defect description – the most prevalent material was 
screenshots with annotations. 

Material Assumed cause Software context Solution proposal Actual output 
UI event trace 36.6% - - - 
Screenshot and accompanying text 75.6% 1.2% - - 
Screenshot with annotations 62.2% 82.9% 39.0% 64.6% 
Textual description  61.0% 64.6% 48.8% - 
Video with captions 17.1% 18.3% - - 
Fix patch - - 12.2% - 
Digital mockups - - 11.0% - 
Simple sketches - - 28.0% - 
ASCII art - - - - 
Graphical elements or code - - - - 
Error messages - - - 57.3% 
Oral presentation - - 25.6% - 
Other – audio video 2.4% 1.2% 3.7% 1.2% 

4.2.1.4 Information Needed by Software Developers when Fixing Usability Defects 

As shown in Table 4.15, question Q28, Q29 and Q30 asked software developers to rate a frequency of 

using textual information and supplementary information respectively when fixing usability defects. 

Based on the “Often” and “Always” rating, assumed cause (83.1%,), steps to reproduce (81.6%), 
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software context (78.5%), expected output (78.5%) and actual output (73.8%) were the most widely 

used textual information. The three least used textual information were: title/ summary (50.8%), 

hardware (55.4%) and severity (56.9%).  

About half the developers seldom used title/summary. One possible explanation can be that 

title/summary contains limited information for understanding the likely difficulty faced by users. 

Meanwhile, severity may only be useful for prioritizing defects to be fixed but it does not provide input 

to solve the problem. Supplementary information which was most frequently used for fixing usability 

defects were: screenshots (83.1%), UI event trace (56.9%) and patch (41.5%) (see Table 4.15). Even 

graphical elements such as ASCII art (9.3%) and digital mockups (23.1%) provided a rich source of 

proposed fix, but software developers rarely used them.  

Table 4.15. Frequency of attributes used to fix usability defects – the most useful attribute was assumed 
cause. 

Items Never Rarely Sometimes Often Always 
Textual information 
Title/ Summary 3.1% 13.8% 32.3% 15.4% 35.4% 
Assumed cause 3.1% 0% 13.8% 24.6% 58.5% 
Software context 4.6% 4.6% 12.3% 27.7% 50.8% 
Solution proposal 3.1% 10.8% 26.2% 46.1% 13.8% 
Actual output 3.1% 1.5% 21.5% 32.3% 41.5% 
Expected output 3.1% 4.6% 13.8% 33.8% 44.7% 
Steps to reproduce 1.5% 3.1% 13.8% 27.7% 53.9% 
Severity 3.1% 7.8% 32.3% 21.5% 35.4% 
Product 7.8% 6.2% 20.0% 36.9% 29.2% 
Component 1.5% 10.8% 26.2% 38.5% 23.1% 
Version 0% 6.2% 29.2% 23.1% 41.5% 
Hardware 0% 18.5% 26.2% 32.3% 23.1% 
Operating system 0% 12.3% 29.2% 27.7% 30.8% 
Supplementary information  
Usability principle/ violated heuristic 9.2% 15.4% 43.1% 20.0% 12.3% 
Video recording 16.9% 15.4% 30.8% 24.6% 12.3% 
Audio recording 21.5% 35.4% 26.2% 10.8% 6.2% 
UI event trace 6.2% 0% 36.9% 35.4% 21.5% 
Screenshots 1.5% 3.1% 12.3% 29.2% 53.9% 
Fix patch 3.1% 13.8% 41.5% 21.5% 20.0% 
Digital mockups 15.4% 24.6% 36.9% 10.8% 12.3% 
ASCII art 30.8% 33.8% 26.2% 7.8% 1.5% 

For the importance of information (Question 31), assumed cause clearly stands out. This is 

followed by screenshot, steps to reproduce, expected output, software context and solution proposal. 

Similar to the findings from [20], [21], in order to fix usability defects, mandatory fields such as 

hardware, product, component, and severity were thought to be little value. This does not mean the 

information is not useful; rather they might be used in a different context for different purposes.  
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In Question 32, we asked software developers to select problematic attributes supplied by 

reporters. Note that software developers were able to select more than one option. As shown in Table 

4.16, among the problems experienced, unclear assumed cause (76.9%) and insufficient information in 

steps to reproduce (72.3%) was the most commonly encountered. Other common problems include 

unclear software context (46.2%) and screenshots (46.2%). Apart from lacking technical information, 

the software developers also received vague comment (52.3%), unstructured text (55.4%) and duplicate 

defect reports (50.8%).  

Table 4.16. Problems with usability defect reports – unclear assumed cause and insufficient information 
in steps to reproduce were the most common encountered problems experienced by software 

developers. 

Problems Attributes Frequency Problems Attributes Frequency 
You were given 
unclear 

Title/ summary 38.5% There was insufficient 
information in 

Steps to reproduce 72.3% 
Assumed cause 76.9% UI event trace 38.5% 
Software context 46.2% The reporter used Bad grammar 27.7% 
Usability principle/ 
heuristic violated 

21.5% Unstructured text/ 
format 

55.4% 

Solution proposal 29.2% Vague comment 52.3% 
Screenshots 46.2% Too long text 32.3% 
Audio recording 20.0% Non technical 

language 
35.4% 

Video recording 16.9% Usability jargon/ 
term 

20.0% 

You were given 
incorrect 

Component 16.9% Other Duplicate 50.8% 
Actual output 38.5% Spam 23.1% 
Expected output 44.6% Viruses/ worms 15.4% 

4.2.2 Software Defect Repositories Mining 

4.2.2.1 Usability Defect Report Contents 

In this section, we describe our study of the information patterns of usability defect reports in open 

source projects. The information patterns that we are interested in including are the following types of 

information: (1) steps to reproduce the problem, (2) user difficulty that could affect human task and 

emotional reaction, (3) context, or settings, in which the problem occurs, (4) actual and expected 

output, (5) assumption of or known cause of the problem, (6) solution proposed to solve the problem, 

and (7) supplementary information. We answer the following study research questions: RQ1: What 

information is commonly provided in open source usability defect reports? when the defect is initially 

reported. In addition, we investigate RQ2: How if at all, is a proposed solution to the usability problem 

described? 
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4.2.2.1.1 Content Distribution 

Figure 4.1 shows that the most widely reported attributes in usability defect reports in the open source 

projects studied are actual output, expected output and software context. Attributes rarely presented in 

the studied usability defect descriptions are assumed cause and supplementary information. The 

assumed cause could only be found in less than 5% of defect reports. While steps to reproduce is 

considered as the most important attribute in defect reports [20], [21], our study found that only 

between 19% - 46% of defect reports contain this information, depending on project. 

Similar to previous findings investigating open source defect reporting in general [33], we also 

found the presence of information for usability defects varies between projects. Referring to Table 

4.17, the p-value for the Chi-square tests for each attribute except assumed cause, which is less than 

0.05, suggesting that there is indeed a relationship between projects and the presence of certain 

attributes for usability defects. As shown in Figure 4.1 it is apparent that certain attributes are common 

in some projects.  From this data, we can draw several observations. First, the actual output is found in 

more than 80% of Mozilla Thunderbird and Eclipse Platform. Surprisingly, only about 50% of Firefox 

for Android usability defects contain actual outcome even though the defect reporting tool specifically 

prompts its users for this information.  

 

Figure 4.1. Distribution of usability defects in which each attribute was presented by project. 
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Table 4.17. Chi-Square test results to examine the influence of project and the presence of defect 
attributes. 

Defect attributes  ρ value χ2 (df=2, n=377) 
Steps to reproduce 0.000 16.67 
Impact 0.006 10.16 
Software context 0.000 24.96 
Expected output 0.003 11.51 
Actual output 0.000 32.78 
Assumed cause 0.934 0.137 
Solution proposal 0.024 7.45 
Supplementary information 0.000 26.68 

 

Table 4.18. Types of supplementary information provided in usability defect reports.  

Supplementary information Project 
Mozilla Thunderbird (n=88) Firefox for Android (n=101) Eclipse Platform (n=188) 

Annotated screenshots 1.1% 0.0% 0.0% 
Error report 1.1% 0.0% 0.5% 
External URL link 6.8% 10.0% 1.1% 
Problem occurrence 0.0% 1.0% 1.6% 
Screenshots 0.0% 13.9% 1.1% 
Stack traces 0.0% 0.0% 1.1% 
Task workaround 2.3% 0.0% 0.0% 
Usability guidelines 0.0% 0.0% 0.5% 
Violated UX-consistency 2.3% 0.0% 0.0% 

Second, while Mozilla Thunderbird and Eclipse Platform reporters mainly used textual 

descriptions to describe usability defects, Firefox for Android more often provided supplementary 

information. As we can see from Table 4.18, screenshots are the most favorable supplementary 

material used in Firefox for Android.  

Third, across the three projects, Firefox for Android usability defects contained very little 

information on steps to reproduce (19%), impact (15.8%), and expected output (43%). Fourth, given 

the nature of the open source communities, in which the users have a varying level of technical 

knowledge, defect reports in all projects contained virtually no assumed cause. This attribute, however, 

is not necessarily appropriate for all types of usability defects. For example, a usability defect that is 

not related to technical deficiency is quite difficult to explain even by technical users. The limited 

knowledge and experience of open source communities around usability and HCI aspects is one of the 

barriers for reporters to technically relate the usability issues and the violated usability principles and 

HCI guidelines. In the context of understanding the root cause of usability defects, perhaps assumed 

cause could be explained in the form of rationale as a ground for a specific usability issue. 

In addition, we also examined the presence of steps to reproduce, impact, software context, 

expected output, actual output, assumed cause, solution proposal and supplementary information on 
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different length of defect description. Generally, the amount of information present in a usability defect 

report increases with the increase in the length of the defect description. As shown in Table 4.19, the 

values in column three to eight represent the percentage in which the steps to reproduce, impact, 

software context, expected output, actual output, assumed cause, solution proposal, and supplementary 

information is present in the defect descriptions for a set of defect reports within the same range of 

length. From the 377 usability defects we studied, only 74 defect reports contain more than 100 words. 

Within this length, more than 50% of defect descriptions contain steps to reproduce, impact, software 

context, expected output, and actual output. Interestingly, usability defect reports written with more 

than 400 words contain almost all the information. However, the presence of steps to reproduce, 

assumed cause, solution proposal and supplementary information on the length of defect description 

was variable.  

Table 4.19. The presence of steps to reproduce, impact, software context, expected output, actual 
output, assumed cause, solution proposal, and supplementary information on different lengths of defect 

description. 

Length of 
description 

(words) 

#Defect 
Reports 

Information presence in usability defect description (%) 

Steps to 
reproduce 

Impact 
Software 
context 

Expected 
output 

Actual 
output 

Assumed 
cause 

Solution 
proposal 

Supplementary 
information 

0-20 26 0.00 0.00 26.92 34.62 19.23 3.85 0.00 19.23 

21-40 74 13.51 9.46 36.49 48.65 67.57 0.00 9.46 14.86 

41- 60 71 36.62 14.08 42.25 60.56 77.46 0.00 9.86 7.04 

61-80 62 37.10 27.42 54.84 75.81 79.03 1.61 6.45 11.29 

81-100 38 31.58 34.21 63.16 57.89 89.47 5.26 5.26 18.42 

101-120 18 44.44 55.56 72.22 61.11 88.89 5.56 11.11 11.11 

121-140 21 38.10 66.67 57.14 66.67 90.48 0.00 9.52 9.52 

141- 160 11 45.45 45.45 63.64 81.82 81.82 9.09 27.27 0.00 

161-180 16 56.25 43.75 56.25 75.00 100.00 0.00 43.75 18.75 

181-200 9 44.44 22.22 55.56 77.78 88.89 0.00 44.44 0.00 

201-220 8 25.00 62.50 50.00 75.00 87.50 0.00 12.50 12.50 

221-240 7 85.71 71.43 85.71 85.71 100.00 0.00 28.57 14.29 

241- 260 4 25.00 75.00 100.00 75.00 100.00 25.00 25.00 25.00 

261-280 3 33.33 33.33 66.67 66.67 100.00 33.33 33.33 0.00 

281-300 2 50.00 100.00 100.00 50.00 50.00 0.00 50.00 0.00 

301-320 1 100.00 100.00 100.00 100.00 100.00 0.00 0.00 100.00 

321-340 1 0.00 0.00 100.00 100.00 100.00 0.00 100.00 0.00 

341- 360 1 0.00 100.00 100.00 100.00 100.00 0.00 100.00 0.00 

361-380 0 - - - - - - - - 

381-400 1 100.00 0.00 0.00 0.00 100.00 100.00 100.00 100.00 

401-420 1 100.00 100.00 100.00 100.00 100.00 0.00 100.00 0.00 

> 420 2 100.00 50.00 100.00 100.00 100.00 0.00 100.00 100.00 
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4.2.2.1.2 Proposing Solutions and Ideas 

For answering RQ2, we observed about one third of the defect descriptions contain solution proposals. 

A close inspection of usability defect data as in Table 4.20 shows that about 30% - 40% of solution 

proposals were generally described in words. The other means of describing solution proposals were in 

a form of ASCII art, graphical elements or code, and UI-digital mockups, that only account less than 

2% of defects in all three projects. 

Table 4.20. The presentation of solution proposals – textual description is the most common medium to 
present solution proposal in the three open source projects. 

Solution proposals presentation Project 
Mozilla Thunderbird 

(n=88) 
Firefox for Android 

(n=101) 
Eclipse Platform 

(n=188) 
Textual descriptions 39.8% 29.7% 30.3% 
ASCII arts 1.1% 1.0% 0.0% 
Graphical elements or code that could be 
immediately implemented 

0.0% 2.0% 0.5% 

UI digital mockups 0.0% 1.0% 0.5% 

4.2.2.1.3 Differences Between Usability and Performance-related Defect Report Content 

In this study, we were also interested to investigate how the different types of defects affect the 

presence of information. In answering RQ3: Are usability defects described differently from 

performance-related defects?,  we chose performance-related defects as a benchmark to compare these 

differences. We considered the defect attributes steps to reproduce, impact, software context, expected 

output, actual output, assumed cause, solution proposal, and supplementary information as our 

dependent variables (nominal data) and defect types as the independent variable (nominal data). We 

analyzed the defect descriptions and rated the presence or absence of information as 0= information is 

present, and 1 = information is not present.  

As shown in Table 4.21, at a significant level p=0.05, we found relationships between software 

context and expected output, and defect types in all the three projects. However, no relationships were 

found between actual output and solution proposal, and defect types in the three projects. At the same 

significance level, the relationship between assumed cause and supplementary information and defect 

types was only significant in the Eclipse Platform and Firefox for Android projects, while a 

relationship between steps to reproduce and defect types was only observed in Eclipse Platform. For 

impact and defect types, a significant relationship was observed on Mozilla Thunderbird and Eclipse 

Platform. 
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Figure 4.2 reveals the trends of information presented in usability and performance defects. As 

shown, actual output is found in the vast majority of usability and performance defect reports for all 

three projects. On average, more than 70% of usability and performance defects contain explanation 

about what happened or what they saw while using the product. While expected output, software 

context, impact and solution proposal is more common to be found in usability defect than 

performance defect reports, assumed cause least reported in usability defects (only being found in less 

than 5% of usability defect reports). 

Table 4.21 Chi-square test result to examine the influence of defect types and the presence of defect 
attributes. 

Attributes Mozilla Thunderbird Firefox for Android Eclipse Platform 
ρ χ2 (df=1, 

n=121) 
Φ ρ  χ2 (df=1, 

n=177) 
Φ ρ  χ2 (df=1, 

n=800) 
Φ 

Steps to reproduce 0.06 3.69 0.18 0.13 2.30 0.11 0.01 7.54 0.10 
Impact 0.03 4.54 0.19 0.18 1.84 0.10 0.00 65.65 0.29 
Software context 0.00 12.45 0.32 0.03 4.57 0.16 0.00 3.52 0.07 
Expected output 0.01 6.85 0.23 0.00 12.25 0.26 0.00 58.21 0.27 
Actual output 0.21 1.58 0.11 0.21 1.59 0.10 0.75 0.10 0.01 
Assumed cause 0.38 0.76 0.08 0.00 14.26 0.28 0.00 32.95 0.20 
Solution proposal 0.88 0.02 0.01 0.77 0.09 0.02 0.05 3.97 0.07 
Supplementary 
information 

0.83 0.05 0.02 0.00 8.06 0.21 0.00 11.59 0.12 

 

 

Figure 4.2. Distribution of usability defect attributes between usability and performance defects. 
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From the project perspectives, regardless of defect types, Mozilla Thunderbird reports contain 

more information than Firefox for Android and Eclipse Platform. Mozilla Thunderbird is responsible 

for a significant proportion of the usability defects with steps to reproduce, impact, software context, 

expected output, actual output, assumed cause, and solution proposal. While supplementary 

information is mostly attached to performance defects, this information is rarely presented in Mozilla 

Thunderbird usability defects.  

There are perhaps surprisingly few steps to reproduce, and impact is found in Firefox for Android 

usability and performance defect reports (found in less than 20% of defect reports). Probably, instead 

of using steps to reproduce and impact, Firefox for Android contributors much prefer to provide 

supplementary information, and as can be seen this attribute is more common in Firefox for Android 

than Mozilla Thunderbird and Eclipse Platform. In Eclipse Platform, while steps to reproduce is mostly 

found in performance defects, expected output is more common to usability defects.  Also, less than 

30% of Firefox for Android and Eclipse Platform performance defects described expected output. 

In summary, we found Mozilla Thunderbird and Firefox for Android usability defects contain 

more information than performance defects. The most common attributes used to describe usability and 

performance defects across projects are actual output. Usability defects were favorably described using 

impact, expected output, and solution proposal, while performance defects more often used 

supplementary information, and assumed cause. 

4.2.2.2 Types of Usability Defects 

In this section, we describe the distribution of different types of usability defect categories, including 

interface and interaction usability defects. We answer RQ4: What are the dominant types of usability 

defects (e.g., interface or interaction) in open source projects?. In addition, we study the subcategories 

of interface and interaction usability defects, as suggested in [12], [76]. 

Figure 4.3 summarizes the distribution of usability defects within different categories and 

subcategories. Based on using the UPT [12] and fault GUI model [76], we classified interface usability 

defects into GUI structure and aesthetics, information presentation and audibleness, while interaction 

usability defects are divided into manipulation, task execution and functionality. From Figure 4.3, we 

can draw the following findings and implications. 
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Figure 4.3. Distribution of usability defects with categories and subcategories. 
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a) Both interface and interaction usability defects are common in all three open source projects. 

However, as can be seen in Figure 4.3, GUI structure and aesthetics are the most dominant 

types of usability defects, 34.1% in Mozilla Thunderbird, 36.6% in Firefox for Android, and 

35.1% in the Eclipse Platform. To this end, the object state problem is responsible for a 

significant proportion of the GUI structure and aesthetics categories in Mozilla Thunderbird 

and Eclipse Platform (Figure 4.3c).  Object state issues account for 15.9% and 14.9% of the 

sample usability defects in Mozilla Thunderbird and Eclipse Platform, respectively. Firefox 

for Android, on the other hand, contains a much smaller percentage of object state problems 

(7.9%) but has the largest percentage of object appearance problems, accounting for 18.8%. 

One possible reason is due to the nature of the application, in which Firefox for Android is an 

application developed for mobile devices that have several limitations such as small screen, 

single window, touchscreen, and screen orientation support. For example, the small screen 

size may limit the content displayed and organization of information that substantially affects 

the overall look and feel of the application. 

b) For the information presentation and audibleness category, all of the three projects only 

contain a small percentage of defects, accounting for less than 7% of the usability defects 

reported. Interestingly, in the 377 usability defects that we analyzed, none of the reported 

problems were related to audibleness. Among the information presentation problems, error 

and notification message and menu structure are the highest problems reported for Eclipse 

Platform and Mozilla Thunderbird, respectively. One possible reason for the large fraction of 

error message problems may be that the Eclipse Platform is targeting technical users, and 

therefore the use of syntax error codes or abbreviations in error message such as “an error of 

type 2 has occurred” should not be a problem. However, as everyone can contribute to open 

source projects, inexplicit and technical messages may sometimes not be understandable by 

users with limited “technical-development” knowledge. Perhaps, no matter what kind of 

projects and intended users, error message should include explicit, polite, precise, constructive 

advice written in human-readable language so that all users can understand it. Surprisingly, 

non-message feedback and data error defects are virtually non exist in Firefox for Android, 

while these two problems only occur less than 4% of defects in Mozilla Thunderbird and 

Eclipse platform. 
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c) As shown in Figure 4.3b, issues related to functionality are the dominant interaction problem 

and our study results indicate that Firefox for Android has the highest missing functionality, 

accounting for 14.9% of defects.  As Mozilla Thunderbird is a more stable project than 

Firefox for Android and Eclipse Platform, technical deficiency is very low in comparison.  

d) For the task execution subcategories, incorrect task action has the largest proportion in 

Mozilla Thunderbird (17%), followed by the Eclipse Platform (13.3%). In all three projects, 

less than 2% of usability defects had reversibility problems.  

e) As shown in Figure 4.3f, keyboard press accounts for the largest manipulation problems in 

Mozilla Thunderbird (9.1%) and the Eclipse Platform (6.4%). Across the three projects a 

voice control problem does not exist. This finding suggests that the voice control category is 

not pertinent to the current usability problem taxonomy and could be eliminated. 

Unsurprisingly given the nature of the application, Firefox for Android usability defects 

contained virtually no mouse click and drag and drop problems, and very few keyboard 

problems (1.0%). As Firefox for Android is an application developed for mobile devices, 

finger touch is the relevant category in Firefox for Android. Also, likely due to the fact that 

direct manipulation using mobile gestures is a much more sensitive interaction, scrolling is a 

more common manipulation problem in Firefox for Android than with Mozilla Thunderbird 

and Eclipse Platform.  

4.2.2.3 The Impact of Usability Defects 

In this section, we describe the distribution of effect and the correlation between effects and defect 

severity. We answer RQ5: What are the effects of usability defects and what types of usability defects 

have a severe effect? In our analysis, we identified two fundamental types of impact: the (1) impact on 

human emotion, to which the defect reporter described their feelings when they were experiencing 

difficulties using the software due to the usability defect, and the (2) impact on task performance, that 

prevented the reporter from completing task execution.  Overall, when describing a particular users 

difficulty, reporters tended to support a single impact description at a time (rather than discuss both 

impact on emotion and task performance) and reporters provided little evidence for their impact claims.  

Figure 4.4 summarizes the distribution of different impacts with the corresponding defect severity.  
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a) Mozilla Thunderbird 

 

b) Firefox for Android 

 

c) Eclipse Platform 

Figure 4.4. Distribution of usability defect impact and severity.  
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As can be seen, accessibility is the dominant task performance impact in Mozilla Thunderbird, 

accounting for 11.4% of sampled defects. In terms of impact on human emotion, confusion is the most 

addressed in all three projects: 5.6% in Mozilla Thunderbird, 3.0% in Firefox for Android, and 11.1% 

in Eclipse Platform. However, these percentages are still considered low suggesting that the open 

source usability defect description does not contain sufficient information on describing how the 

interface-interaction defects cause user difficulty that confuse and mislead users. Perhaps because of 

this, usability defect reporting tools should specifically prompt their users for this information in a 

separate field so that users can clearly describe this information. 

4.2.2.4 Usability Defect Failure Qualifier 

In a formal usability evaluation, a failure qualifier can usually be easily identified by observing how 

users experience a usability problem during software testing. However, in the context of open source 

projects, where usability defects are normally reported after “black box” usage without a proper 

usability evaluation method, it is quite difficult to identify the qualifier of the problems. This section 

answers RQ6: On what basis, do usability defect reporters justify that the user difficulty that they 

experience is an issue? This information is helpful for software developers to understand the nature of 

the problem. In our study, we used qualifier attributes of the ODC [77]  and revised some of the 

original definitions to suit the context of our analysis, as shown in Table 6.2 in Chapter 6. 

As shown in Table 4.22, the most common failure qualifiers across the three projects are 

incongruent mental model (27.3% in Mozilla Thunderbird, 20.8% in Firefox for Android, and 15.4% in 

Eclipse Platform), better way (25.0% in Mozilla Thunderbird, 10.9% in Firefox for Android, and 

22.9% in Eclipse Platform) and wrong (23.9% in Mozilla Thunderbird, 9.9% in Firefox for Android, 

and 19.1% in Eclipse Platform). With regards to incongruent mental model, it was common for 

reporters to compare two different things that have some similar characteristics in order to justify a 

desire for consistency in design. It was also common for reporters to use their previous experiences to 

illustrate some point of view on certain issues: 

With the menu changes, and the removal of the numbered perspective items, we need another 

way of switching between perspectives. We should add a perspective switcher, similar to the 

editor and view switchers … [Consistency] 
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With recent E4 builds I often see unjustified flickering in the workbench window. I haven't 

seen this before. [Previous experience] 

Only a small fraction of usability defect reports contain missing (3.4% in Mozilla Thunderbird, 

1.0% in Firefox for Android, and 1.1% in Eclipse Platform), overlooked (3.4% in Mozilla Thunderbird, 

1.9% in Firefox for Android, and 1.1% in Eclipse Platform) and irrelevant (5.7% in Mozilla 

Thunderbird, 5.9% in Firefox for Android, and 3.2% in Eclipse Platform) to support the claim of the 

usability issues being reported.  Overall, we observed that these failure qualifiers are primarily used to 

support a claim and defend solution proposals and ideas.  

Table 4.22. Distribution of failure qualifier across projects.  

Failure Qualifier Project 
Mozilla Thunderbird 

(n=88) 
Firefox for Android 

(n=101) 
Eclipse Platform (n=188) 

Wrong 23.9% 9.9% 19.1% 
Missing 3.4% 1.0% 1.1% 
Irrelevant 5.7% 5.9% 3.2% 
Better way 25.0% 10.9% 22.9% 
Overlooked 3.4% 1.9% 1.1% 
Incongruent mental model 27.3% 20.8% 15.4% 
None 11.4% 49.5% 37.2% 

4.3 Threats to Validity 

There are several threats that can impact the validity of our findings.  

4.3.1 Construct validity 

Construct validity is concerned with the appropriateness of the metrics we used to study. For example, 

to investigate the presence of certain defect attributes in usability defect descriptions, we have chosen 

important usability attributes from human computer interaction studies [11]. One possible threat might 

be the reliability of the attributes to be significant for comparing performance-related defects with 

usability defects. We minimized this threat by using common defect attributes such as steps to 

reproduce, actual output and expected output, and introducing general attributes like supplementary 

information. 
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4.3.2 Internal validity  

In conducting an online survey with anonymous participants whose professional background is 

unknown, misunderstanding of the survey context by respondents is a main threat to internal validity. 

Our goal is to focus on usability defect reporting instead of general software defect reporting. Since 

nearly half of the respondents have at least three years of experience in software testing, there is a 

possibility that the respondents have answered the questionnaire based on their general defect reporting 

knowledge and experience. We addressed this threat by (a) giving three different types of usability 

defect examples at the beginning of the survey, (b) highlighting the usability defects (bold and italic) 

keyword for every question, so the respondents were always aware of the survey context.  

For software defect repositories mining, the information we extracted for this research is highly 

dependent on the capabilities of the main researcher to understand and analyze. For each defect in the 

sample, the main researcher manually read the textual description. This process required reading the 

bundle of text, interpreting the problems, classifying the information into any of the defined attributes 

and assigning a score if the information is present. Since this qualitative analysis leads to the subjective 

evaluation, incorrect interpretation, classification and scoring may potentially affect our results. To 

minimize this threat the research supervisors cross-checked a selection of classifications. We also built 

a checklist that consists of guidelines, so that both main researcher and supervisors are consistent when 

classifying and giving score for the information presented in the defect reports.  

4.3.3 External Validity 

External validity is concerned with the generality of our findings. In the survey outcome, one possible 

external threat to the validity of the survey outcome is the representativeness of the participants. While 

the participants were recruited from a range of software practitioners, there is the possibility that the 

software developers and testers responding have not used formal defect reporting processes and tools. 

Therefore, there is the possibility of response bias when providing answers and feedback.  

In the software defect repositories mining, our study was limited to open source projects and 

restricted to Bugzilla defect repository. The collection of defect information for these open source 

projects may not guarantee that the same information is present in the other OSS projects as well. Other 

types of projects may have different defect report structure and different types of defect attributes. This 
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is a common threat of this kind of research. To reduce selection bias and for comparison purposes, we 

selected two projects from the same defect repository while the other project is from a different defect 

repository. We examined three open source projects, with projects spanning diverse product 

functionality and environment; this small sample cannot be regarded as representative. This is because 

the pattern of information could be different when more samples are included in the analysis and 

different OSS projects are used. However, the findings of this research is an early indicator that 

existing defect information is not useful to explain usability issues, and hence need to be further 

investigated and confirmed with larger sample data with various OSS project backgrounds. 

4.4 Analysis and Discussion 

4.4.1 Reporting Usability Defects 

Our qualitative observations on open source usability defect reports confirmed the online survey results 

that actual output, expected output and software context are the most supplied information when 

reporting usability defects. We believe that these findings are biased in a way the defect form is 

designed. In Bugzilla, for example, by default the defect form contains title/ summary, software 

information (i.e. product, component and version), steps to reproduce, actual results, expected results 

and attachment. Therefore, the use of this generic defect reporting form will produce mostly the same 

content structure for all types of defects. However, it is surprising that steps to reproduce is less 

reported in Mozilla Thunderbird, Firefox for Android and Eclipse Platform even software practitioners 

claimed that they always provide this information while reporting usability defects. Similar to [33], our 

findings suggest that steps to reproduce is not necessarily appropriate for all defect reports, as we 

found steps to reproduce is often used to explain issues for performance-related defects than for 

usability defects.  

Even though most of the reporters can produce a relatively complete defect description, usability-

related information is rarely included. For the three OSS projects studied, we found less than 2% of 

usability defect reports contain descriptions of violated usability heuristics. In fact, only about 27% of 

our online survey respondents claimed that they used violated usability heuristics to augment the cause 

of the problem. In terms of describing proposed solutions and expected results, barely a quarter of the 

reporters included usability design principles to justify their idea.  
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A closer inspection of usability defect reports showed that open source communities favorably 

discussed their ideas using narrative text rather than graphical structure such as ASCII arts and UI-

digital mockups. The low amount of this information present in defect reports suggests that existing 

generic defect report templates do not emphasize the theoretical background of usability. This could be 

a disadvantage as usability defects may be seem insignificant in the absence of usability and HCI 

principles as a rationale to justify the problems and defending proposed solutions. Possibly due to the 

limited usability and HCI knowledge among open source communities, this information is somewhat 

difficult to provide. Perhaps, a defect report form should be designed as a wizard-style guided-

answering form that consists of necessary information for different types of defects. A good example is 

the question-based structure form proposed by Simões [24]. The form contains of six questions to 

report HCI issues. However, the uses of text form to collect HCI information could be a burden for the 

reporter, as they may not know what to explain. To overcome this limitation, a pre-defined set of 

usability attributes for input selection can be explored in future work.  

Many respondents considered assumed cause, usability principles, video recording, UI event trace 

and title/ summary to be the most difficult items to provide. Possibly, the varying level of technical 

knowledge of open source communities is one of the reasons why the defect reports in all projects 

studied contained virtually no assumed cause. Since UI event traces, for instance, are not readily 

available to end users, reporters may need to take extra steps. In these circumstances, reporters with 

deficient programming skills may only report problems in a GUI rather than a sequence of events that 

can be mapped into user tasks. This corresponds with Wang et al. [78]’s examination of open defect 

reports, which showed that most of the defect reports that contain technical information are often 

submitted by highly technical reporters. Moreover, a lack of automated tools and limited data types 

supported for recording and attachments in existing defect reporting tools make it challenging to 

include video and audio files [17].  

As shown in Table 4.10, many reporters mentioned verbal discussions with developers as a 

common approach to communicate usability defects. In our opinion, as Andre et al. [3] addressed, 

verbal communication alone is not sufficient to resolve usability defects without a written description. 

This is because every software defect needs to record formal logs as an evidence to diagnose the 

problems. In this case, the use of a formal reporting tool, such as defect reporting tools were considered 

particularly useful to track and manage defects in a timely manner. However, as our survey results 
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indicated, defect descriptions suffer from insufficient information for problem correction. One 

possibility is due to the text-centric approach used by the defect tracking system.  

The unstructured text may contain a mix of data such as assumed cause, proposed solution and 

impact. This results in unorganized data and ambiguities that make it difficult to understand the whole 

issue as compared to data stored in fielded form. Furthermore, it is important to consider the subjective 

nature of the usability defects that may not be easy to explain textually [22]. Therefore, additional 

information in the form of attachable files may be required to complement this deficiency. We have 

identified four categories of attachable files: (1) screenshots, (2) videos, (3) graphical elements such as 

ASCII art, and (4) UI event traces / error messages. In this survey, we found that reporters tend to use 

screenshots, rather than videos, UI event traces and error messages when highlighting the cause of the 

problem, software context and actual output. Whereas, to propose a design solution, reporters often 

used textual descriptions as compared to graphical elements (i.e. digital mockups, simple sketches and 

ASCII art). Possibly, the low rate of use of non-textual media is due to the fact that good drawing tools 

may not be readily available [7] and producing graphical representations using a toolkit may require 

extra skill and time to learn and use [10].  

4.4.2 Fixing Usability Defects 

The most widely used textual information mentioned by software developers are assumed cause, steps 

to reproduce, software context, expected output and actual output. Similar to previous studies [20], 

[21] that focused on general defects, steps to reproduce, expected output and actual output were also 

commonly to be used by developers when fixing usability defects. In particular, it indicates that steps 

to reproduce, expected output and actual output are fundamental pieces of information for 

understanding all types of defects. In contrast to previous studies [20], [21], we added assumed cause, 

usability principles and solution proposal to the list of defect information to reflect relevant attributes 

for fixing usability defects. Out of these items, assumed cause was selected as the most useful and 

important attribute for fixing usability defects. Hence, our research extends the knowledge from the 

previous research.  

Since our study is solely focused on usability defects that are primarily dealing with graphical 

elements, screenshot was rated as the most widely used supplementary information other than video, 

ASCII art, digital mockups and patch. When looking at the low frequency use of video, ASCII art, 
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digital mockups and patch, we can explain that this is probably due to the reporters rarely supplying 

such information to justify the problems and propose their suggestions. Therefore, in the absence of 

this information, it is not surprising that software developers rarely use this information when fixing 

usability defects.  

In [20], [21], software context was not considered useful, but was rated the third most widely used 

attribute in our research context. We think that the difference in these results comes from the different 

definition we introduced for software context. In our study, we referred to the software context as the 

specific location of problem in the interface where the problem was observed, such as button, menu 

and dialogue box. In contrast, [20], [21] defined software context as the operating environment where 

the problem occurred, such as web application.  

Several problems in the way usability defects are described were identified. Unclear assumed 

cause and insufficient information in steps to reproduce was very strongly identified as problematic 

defect attributes. This is not surprising because, as noted above, the reporters found it indeed difficult 

to clearly explain the cause of the problem. In fact, the inability of reporters to supply UI event traces 

in defect reports will limit the essential information regarding user behavior and task sequences with 

respect to the application’s user interface. The absence of this technical information, such as the time to 

complete a certain task, number of erroneous action sequences, and usage of certain functions, may 

cause software developers to misinterpret the usability problems [79]. Another problem to consider is 

“vagueness”, a similar issue raised by Dumas et al. [16]. In our study, about half of the software 

developers claimed that they received vague comments. These either did not have precise problem 

descriptions or the solutions suggested were too general. According to Dumas et al., when describing 

usability problems or giving fix suggestions, reporters should be as specific as they can, and not let 

software developers use self- judgment. For instance, instead of suggesting “use a color with better 

contrast to the background and increase the font clarity” one could precisely suggest color contrast 

theory - black text on a brown background, for example.  

4.4.3 Mismatch Between Information Provided by Defect Reporters and Information Needed 

by Software Developers 

We compared the responses obtained from reporters and software developers to find out whether 

reporters provide sufficient information for a software developer to fix usability defects. In Table 4.23, 
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attributes are ranked based on the mean of response to the questions “ Q13- Do you use the following 

items when describing usability defects” and “Q28 - Do you use the following items when fixing 

usability defects” that range from 1 (Never) to Always (5). To discover the level of agreement between 

what reporters provide and what software developers need, we measured the absolute value of 

differences between reporters’ and developers’ mean. The lowest difference indicates more agreement 

and vice versa. As shown in Table 4.24, reporters and developers are in agreement on severity, 

software context, and expected result. However, more disagreements were observed. The most notable 

ones are title/ summary and AC.  

Table 4.23. Rank of attributes – while software developers claimed assumed cause was the most 
needed information, reporters mostly provided title. 

Rank (based on mean) Reporter Developer 
1 Title/ summary Assumed cause 
2 Actual output Steps to reproduce 
3 Expected output Software context 
4 Software context Expected output 
5 Steps to reproduce Actual output 
6 Software information Software information 
7 Assumed cause Severity  
8 Test environment Test environment 
9 Severity Title/ summary  

10 Solution proposal Solution proposal 

 

Table 4.24. Agreement level between what reporters provide and what software developers need. 

Item Mean (!) Differences of mean 
Reporter Developer 

Severity 3.77 3.78 0.01 
Software context 4.11 4.15 0.04 
Expected output 4.17 4.12 0.05 
Test environment 3.88 3.68 0.20 
Software information 4.02 3.82 0.20 
Steps to reproduce 4.06 4.29 0.23 
Actual output 4.32 4.08 0.24 
Solution proposal 3.32 3.57 0.25 
Assumed cause 3.98 4.35 0.37 
Title/ summary 4.33 3.66 0.67 
*Differences of mean = | !reporter - !developer |  

While our study and [21] identified title/summary as the least problematic information, 

title/summary is not really needed by software developers to fix usability defects, as it was ranked as 

the second lowest. On the contrary, the assumed cause that is expected to be present in usability defect 

descriptions is seldom provided by reporters. In summary, our experiments suggest that reporters do 

not provide information that is frequently used by software developers. 
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4.5 Summary 

The purpose of the research described in this chapter was to identify the most important usability 

information for reporting and correcting usability defects.  We conducted a survey amongst open 

source software communities and industrial practitioners to understand the most valuable information 

in reporting and fixing usability defects. We extended previous studies [20], [21] that focused on 

software defects in general. We added assumed cause, software context and proposed solution in 

context of usability-related defect information. Our study extends the previous findings on software 

defect reporting. We discovered that developers need additional defect information when fixing 

usability defects. We found that assumed cause is the most useful, but seldom supplied by reporters. 

Our software defect repositories mining results confirm that actual output, expected output and steps to 

reproduce are also substantially important for software developers. These findings give us good ground 

to design a new defect report form for reporting usability defects, which we discussed in Chapter 7. 

According to reporters, they usually provided title/ summary, steps to reproduce, actual output, 

and expected output. While usability-related information: assumed cause, video recording, UI event 

trace and usability principle are the most difficult to provide. However, our software defect 

repositories mining results revealed that actual output, expected output and software context are the 

most supplied information for usability defects. When we compared the responses from software 

developers and reporters, we found that the information most expected by the software developers was 

the least provided by reporters. The most significant ones were found to be title/ summary and assumed 

cause. Our statistical analysis shows a mismatch between what reporters reported and software 

developers claim that they need to fix usability defects. Our results showed that unclear assumed cause 

and insufficient information in steps to reproduce were most commonly experienced by software 

developers. This reaffirms with evidence of an anecdotal expectation that the cause of the problem is 

difficult to provide. Other problems include vague comments, unstructured text and duplication of 

reported usability defects.  

To effectively report usability defects, there are several factors that may be influential – with the 

key area being skilled people supported by appropriate tools and methods. Through the same survey 

used in this chapter, we separately explained these factors in Chapter 5.  
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5 Factors Influencing Usability Defect Reporting 

Previous studies have reported that the overall quality of defect reports is far from satisfactory. 

Common issues include incomplete information, lack of clarification and focus, mixed data, and 

mismatch information in defect descriptions. To obtain a quick defect resolution, a well-written defect 

report is important. While the majority of software defect reporting research has been devoted to the 

enhancement and improvement of new techniques and tools for capturing software defects, to the best 

of our knowledge, there is no study investigating the influence of different factors on the quality of 

defect descriptions.   

To address this gap, we investigated our third thesis research question: “RQ3 - What factors 

influence the description of usability defects?” This research question is the second theme of the online 

survey we discussed in Chapter 4. This study aimed to collect opinions of developers and reporters on 

the factors influencing usability defect reports quality, including role of the reporter, reporters’ 

experience and knowledge, defect discovery methods and usefulness of automation tools. The views 

are obtained from software development practitioners from industry who had experience in dealing 

with usability defects. 

In this chapter, we present the results of the second part of our multi part survey that was discussed 

in Chapter 4. This second part of the survey examined what factors might influence the description of 

usability defects.  

5.1 Methodology 

5.1.1 Development of Survey Instruments 

Before designing this survey, we reviewed relevant literature to avoid duplicate research, and where 

similar research existed, we learned and adopted questions and experimental design from these. Since 

we did not find any research into factors related to usability defect reporting in the literature, the 

relevant research investigating the influence of different factors on software testing practices in general 

was helpful. For example [74], [80], [81], explicitly investigate the importance of tester’s knowledge in 

performing exploratory software testing. Kettunen et al. [82] also reported domain knowledge as the 

most emphasized area of testers’ expertise and point out that the role of technical knowledge is 
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particularly important in the agile development context. In a survey on the effect of experience, Kanij 

et al. [83] identified expertise in the problem domain and knowledge of specific testing techniques 

were significant factors influencing the performance of software testers. Beer et al. [84] and Poon et al. 

[85] reported the impact of the testers’ experience on improving testing strategies - test case design, 

regression testing, and test automation. In the context of usability studies, F⊘lstad [86] reported that 

usability defects found by work-domain experts were classified as more severe and received higher 

priority by developers than the usability experts. Therefore, in this research we speculate that the role 

of reporter, reporters’ knowledge and experience, defect discovery methods and usefulness of 

automation tools might have a significant impact on reporting usability defects as well.  

5.1.2 Research Questions 

The main objective of this second theme of the survey was to investigate the influences of reporters’ 

experience and knowledge, defect discovery methods and usefulness of automation tools on usability 

defect reporting practices. The key research questions to answer is listed in Table 5.1: 

Table 5.1. The second theme of online survey research questions. 

Research Questions Rationale 
RQ1 Is there a significant difference in the way that usability 

defects is described by the participants who have received 
usability/ HCI training and by those who have not? 

Knowledge on usability or HCI can help 
participants to explain the usability issues better.  

RQ2 Is there a significant difference in the way that usability 
defects is described between participants who have 
experiences in usability testing and those who have not? 

Participants who have experience in usability 
testing may know better what kind of information 
is useful to report usability issues, and what kind 
of information is needed by software developers.  

RQ3 Is there a significant difference in the way usability defects is 
described between the group of participants who used 
automated tools and those who did not? 

Automation tool could speed up the defect 
reporting process, especially in collecting 
technical information and evidences. 

RQ4 Is there a significant difference in the way usability defects are 
described between participants who conduct usability testing 
and those who do not? 

Different testing approach will collect different 
information.  For example, during system testing, 
the icon on the user interface may be reported as 
inappropriate. However, if usability testing is 
conducted, user’s difficulties and how user is 
struggling to understand the icon can be 
understand.    

5.1.3 Survey Design 

We used self-administered online survey using Opinio survey tool. The respondents could answer this 

survey at their convenience. The survey is available at http://bit.ly/UsabilityDefectsReportingSurvey 

and can be found in Appendix B. 
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5.1.4 Questions Related to Factors Under Studied 

In this section, we summarize the questions relating to the factors studied. The detailed structure of the 

survey can be found in Section 4.1.1.4. Each factor consists of several questions as listed below. Most 

of the questions used a Likert scale with five levels of agreements (“Completely disagree”, “Somewhat 

disagree”, “Neither disagree or agree”, “Somewhat agree”, and “Completely agree”). 

1. The role of the reporter: This factor had two closed questions. Q33 listed five statements to 

investigate the way technical and non-technical users report usability defects. The software 

developers were required to rate the frequency of these statements may be true when they 

assess a usability defect. Q45 asked both software developers and reporters whether they think 

the level of detail of usability defects may vary between reporters. 

2. Knowledge: This factor had four closed questions. Q7 and Q8 asked respondents to indicate 

their participation in any usability-related training/ certification and rate the usefulness of the 

training respectively. Q41 asked respondents whether they think defect report form should be 

customized according to reporters’ knowledge. Q46 listed seven knowledge factors that may 

affect the effectiveness of writing a good usability defect description. Respondents were 

required to indicate their level of agreement as to whether these were important. 

3. Experience: This factor had four closed questions that asked respondents’ opinions on 

experience in usability testing (Q26 and Q34), and general software testing (Q48). Q40 asked 

respondents whether they think defect report form should be reflected to reporters’ level of 

experience. 

4. Automation tools: This factor had four questions. Q42 asked if reporters have experience in 

using any automation tools to capture usability defect information. In the accompanying open 

question (Q43) reporters were requested to name the tools. Q44 asked reporters’ opinions on 

the limitation of the manual process to capture usability defect information. Q39 asked 

whether respondents think user experience (UX) of using defect reporting tools may influence 

the quality of defect reports. 

5. Defect discovery methods: This factor had two closed questions. Q11 listed fives statements 

on the availability of usability defect information for different defect discovery methods, and 

respondents were required to indicate their agreement on these statements. Q12 asked whether 
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respondents think that defect report from should be customized according to how usability 

defects are discovered. 

5.1.5 Evaluation of Survey Instruments 

The survey was piloted with software engineers from the Swinburne Software Innovation Lab (SSIL) 

and software developers recruited at a developers conference (described in Chapter 4). Based on the 

verbal comments and the pattern of responses received, the survey instruments were refined.  

5.1.6 Selection of Participants 

The same selection criteria as detailed in Chapter 4 was used. 

5.1.7 Data Analysis 

Participants indicated their agreement about influences of usability defect reporting using five scale 

scores questions measuring the role of reporter, importance of knowledge and experience, influence of 

defect discovery methods, and usefulness of tools (1 implies “strongly disagree”, 2 implies “somewhat 

disagree”, 3 implies “neither disagree nor agree”, 4 implies “somewhat agree” and 5 implies “strongly 

agree”). Since each influence consists of several questions, composite scale scores were used for 

analysis by taking a mean of all the questions for each scale.  

Chi-Square tests were used for statistical analysis. Since multiple Chi-Square were being 

performed simultaneously, we used the Bonferroni correction to avoid influence of spurious positives. 

In this case, we lowered the P value by dividing P = 0.05 by the number of tests to get the Bonferroni 

critical value. For example, to measure the association of usability defect attributes and usability/ HCI 

knowledge for reporters (attributes tested = 10) and software developers (attributes tested = 16) a test 

would have P<0.05/ 10 = 0.005 and P<0.05/16 = 3.125x10-3 to be significant. 

5.2 Results 

5.2.1 Demographic Information 

The details of respondents’ background were reported in Chapter 4. 
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5.2.2 Factors Influencing Usability Defect Reporting 

We postulated five factors (“role of reporter”, “knowledge of specific usability/ software engineering”, 

“experience in software/usability testing defect reporting”, “automation tools”, and “defect discovery 

methods”) that we believed might influence the way usability defects are described. Each factor has 

several questions, where participants indicated their level of agreement that these were influential. The 

responses to these factors are reported in the following sections.  

5.2.2.1 Role of the Reporter 

We obtained developer feedback on the influence of role of reporter when they assessed and dealt with 

usability defects (Q33). As shown in Figure 5.1, more than 50% of software developers agreed that 

technical users, such as usability experts and developers, provide more informative usability defect 

information, which include proposed solutions. Reponses to Q45 suggest significant variability in level 

of detail between reporters (see Table 5.2). 

Table 5.2. Responses to “the level of detail of usability defect reports varies greatly from reporter to 
reporter” (Q45). 

Completely disagree 0.7% 
Somewhat disagree 4.1% 
Neither disagree or agree 18.4% 
Somewhat agree 29.9% 
Completely agree 29.9% 
No response 0.7% 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.1. Role of reporter in reporting usability defects (Q33). 
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5.2.2.2 Knowledge of Specific Usability/ Software Engineering 

We listed seven knowledge factors (“practical knowledge”, “user’s perspective thinking”, “users’ 

mental model”, “usability principles”, “domain expertise”, “technical knowledge”, and “defect 

reporting”) that we postulated might influence the ability of respondents to write good usability defect 

reports. More than 50% of respondents agreed that these factors were influential (see Figure 5.2). The 

level of agreement was highest for “user’s perspective thinking” and “practical knowledge”.  

Figure 5.2. Responses on “knowledge factors” in reporting usability defects (Q46). 

In the related question (Q41), we obtained respondents opinions on the value of a “custom defect report 

form” – whether a defect reporting tool should provide a custom form depending on reporter’s 

knowledge (non-technical, technical, HCI expert). While 51% agreed that a defect report form should 

map to the reporter’s knowledge, 11.5% disagreed and 21.1% neither disagree nor agree (see Table 

5.5). 

Only a minority (about 17%) indicated that they had received usability-related training/ 

certification (see Table 5.3). Of those, about 12% of them have experience in reporting usability 

defects and the remaining 5% fixing them. For those who had acquired the related training, the 

majority of them found the training was useful (see Table 5.3). 

Table 5.3. Usability-related training received by the participants (Q7). 

Role in dealing with usability defects Participation in usability-related training 
Yes No 

Reporting usability defects 17 65 
Fixing usability defects 8 57 
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Table 5.4. “Usefulness” of usability-related training received (Q8). 
Very useful 44% 
Somewhat useful 40% 
Neither useful or not useful 4% 
Not very useful 12% 
Complete waste of time 0% 

 

Table 5.5. Responses to question “Do you think your defect reporting tool should provide custom 
forms for reporting defects depending on reporter’s knowledge?” (Q41). 

Completely disagree 5.4% 
Somewhat disagree 6.1% 
Neither disagree or agree 21.1% 
Somewhat agree 33.3% 
Completely agree 17.7% 
No response 16.3% 

 

Table 5.6. Association between usability/ HCI knowledge and frequency of usability defect attributes 
supplied. 

Usability defect attributes Software developers Reporters 
χ2 (df=2, N=65) p-value χ2 (df=2, N=82) p-value 

Title/ summary 1.741 0.419 3.692 0.158 
Assumed cause 0.832 0.660 6.820 0.033 
Software context 2.589 0.274 5.366 0.068 
Actual output 0.884 0.643 6.623 0.036 
Expected output 1.541 0.463 0.703 0.703 
Steps to reproduce 0.518 0.772 5.732 0.057 
Severity 1.783 0.410 13.725 0.001 
Solution Solution proposal 1.520 0.468 2.857 0.240 

Fix patch 0.333 0.847 
Digital mockups 2.737 0.255 
ASCII art 0.928 0.629 

SoftInfo Product 1.332 0.514 4.773 0.092 
Component 5.208 0.074 
Version 1.435 0.488 

TestEnv Hardware 0.194 0.907 5.814 0.055 
Operating System 1.824 0.402 

To answer RQ1 of the first theme of the survey, a Chi-Square test was performed to examine the 

relationship between participants who received usability (or related) training and usability defect 

attributes. As can be seen in Table 5.6, three of the usability attributes are significant (severity, 

assumed cause, actual output) for reporters. As we tested 10 usability defect attributes, we expected 

one or two attributes to show a significant result purely by chance. By applying the Bonferroni 

correction, at significant level 0.005 (P < 0.05/10 = 0.005), only the test for severity (χ2, (2, N=82) = 

13.725, P < 0.005) is significant. However, at significant level P < 0.05/16 = 3.125 x 10-3 (the number 

of usability attributes tested are 16 for software developers), there is no significant relationship 

between usability knowledge and usability defect attributes for the software developers. 
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5.2.2.3 Experience in Software/ Usability Testing 

A majority of respondents agreed that experience in software testing and usability testing has a good 

influence on the quality of usability defect report (~ 71% agreed in Q26). This view is supported by 

many software developers (~58.4%), that reporters are much better at proposing redesign solutions 

when they have usability experience (Q34). Furthermore, around 60% agreed, with minimal 

disagreement (less than 6%), that length of experience has a significant influence (Q48). In addition, 

nearly 62% of respondents agreed that prior experience in usability defect reporting helps write better 

reports (Q49). Since no open-ended questions were asked around these factors, it is difficult to further 

clarify these findings.  

We asked respondents whether they agreed that a defect reporting tool should provide a “custom 

defect report form” – that is defect report form should reflect the reporter’s experience, and their level 

of experience in software/ usability testing (Q40). Our findings show considerably more respondents 

choosing “somewhat agree (31.3%)” than “completely agree (23.8%)”, and only a small proportion 

disagree (12.9%).  

To answer RQ2 of the first theme of the survey, the survey included questions about whether 

reporters had experience in software testing (no experience, less than 1 year, between 1 and 3 years, 

between 3 and 5 years or more than 5 years). The “less than 1 year”, “between 1 and 3 years”, 

“between 3 and 5 years” and “more than 5 years” scores were converted to a score of 1 to indicate 

“yes”, and “no experience” scores were converted to a score of 0 to indicate “no”.  

A Chi-Square test at significant P=0.05 was performed to examine the relationship between 

reporters with software testing experience and usability defect description attributes: there were seven 

significant attributes (see Table 5.7). However, by applying Bonferroni critical value, at significant 

level P=0.005, only relations between software testing experience and title/summary (χ2, (2, N=82) = 

15.216, p < 0.005), context (χ2, (2, N=82) = 24.696, p < 0.005), expected results (χ2, (2, N=82) = 

11.187, p < 0.005), and severity (χ2, (2, N=82) = 13.508, p < 0.005) were significantly observed.  



 102 

Table 5.7. Association between software testing experience and frequency of usability defect attributes 
supplied. 

Usability defect attributes χ2 (df=2, N=82) P-value 
Title/ summary 15.216 0.000 
Assumed Cause  4.963 0.084 
Software context 24.696 0.000 
Solution proposal 2.300 0.317 
Actual output 8.005 0.018 
Expected output 11.187 0.004 
Steps to reproduce 9.058 0.011 
Severity 13.508 0.001 
SoftInfo 6.828 0.033 
TestEnv 6.527 0.038 

5.2.2.4 Influence of Defect Reporting and Automation Tools 

In response to Q25 and Q35, more than 50% of the reporters and 38.7% of software developers 

indicated that they use defect reporting tools to manage usability defects. Common tools (Q36) were 

JIRA, Bugzilla and Redmine. Mantis, Trello, IBM Rational Team Concert, and Visual Studio TFS 

were also listed multiple times. For JIRA, Bugzilla and Redmine users - 90% agreed to some extent 

that the defect reporting tool offers sufficient flexibility to capture and manage usability defects (Q37), 

but free-text feedback revealed considerable negative satisfaction (Q38). The following are 

representative: “Most of the defect reporting tool do not have exhaustive options for usability defects” 

and “JIRA more customized by client but no specific customizations done for usability”.  

In response to Q42, only 16% of reporters used tools to capture additional usability defect data, 

while 61% had never used any additional tools. For those who used automated tools, we asked them to 

name the tool, using an open-ended question (Q43). Among the tools mentioned were CrazyEgg, 

Google Analytics, Microsoft Snipping tool, QuickTest Professional (QTP), WinRunner, Snagit, 

LICEcap, Screencast, Jing and Selenium. We asked reporters to indicate whether they agreed that the 

manual process used to capture usability defect information is a cause of erroneous or incomplete 

defect reports (Q44). Our findings reported a mixed response, with roughly 20% of the reporters 

agreeing to some extent, but 22% disagreed and 35.4% neither agreed nor disagreed. As no open-ended 

question was provided, it is difficult to justify the satisfaction and feedback responses associated with 

those tools. It is notable that a high proportion of respondents either indicated a dissatisfied view, or 

did not answer the question at all (23.2%).  
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In a related question, we asked respondents’ opinion if the user experience of using defect 

reporting tools might influence the quality of defect reports (Q39). Our findings indicate that nearly 

56% believed that user experience is one of the key considerations when reporting usability defects.  

To answer RQ3 of the first theme of the survey, a Chi-Square test was performed to examine the 

relation between reporters that used automated tools to capture usability defects and usability defect 

description attributes. At Bonferroni correction significant level P=0.005, a significant association 

exists between used of automated tools and context (χ2, (2, N=63) = 11.443, P< 0.005). Table 5.8 

summarizes the statistical results.  

Table 5.8. Association between the usage of automated tools and frequency of usability defect 
attributes supplied. 

Usability defect attributes χ2 (df=2, N=63) P-value 
Title/ summary 5.418 0.067 
Assumed cause  1.079 0.583 
Software context 11.443 0.003 
Solution proposal 4.435 0.109 
Actual output 4.199 0.123 
Expected output 3.311 0.191 
Steps to reproduce 3.482 0.175 
Severity 1.920 0.383 
SoftInfo 0.536 0.765 
TestEnv 5.054 0.080 

5.2.2.5 Influence of Defect Discovery Methods 

The vast majority of respondents agreed that the amount of information available for reporting usability 

defects varied according to how the defects were discovered. In this context, defects found during 

usability testing revealed more information as compared to other types of testing – approximately 87% 

of respondents agreed that using usability testing information about user’s knowledge, likely 

difficulties, actual task scenario and realistic redesign solutions can be obtained from the actual user, 

and approximately 73% agreed other usability-related information such as violated heuristics or design 

principles, and user response and feelings can be collected (see Figure 5.3). 

In an accompanying question (Q12), we asked respondents whether a defect reporting tool should 

provide “custom defect report forms” (that is, a defect report form should be designed to map to 

different types of defects) – the majority of the respondents (~63.9%) agreed and only 7.5% disagreed 

with this idea.  
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Figure 5.3. “Influence of defect discovery methods” in reporting usability defects (Q11). 

Table 5.9. Association between usability testing and frequency of usability defect attributes supplied. 

Usability defect attributes χ2 (df=2, N=82) P-value 
Title/ summary 2.045 0.360 
Assumed cause  14.530 0.001 
Software context 4.361 0.113 
Solution proposal 1.146 0.564 
Actual output 6.066 0.048 
Expected output 3.245 0.197 
Steps to reproduce 6.020 0.049 
Severity 5.274 0.072 
SoftInfo 4.455 0.108 
TestEnv 0.270 0.874 

To answer RQ4 of the first theme of the survey, the survey asked questions about how reporters 

discover usability defects (i.e., exploratory testing, functional testing, usability testing, beta/ alpha 

testing, complaints/ reports from customers, using the product, and other). Participants were allowed to 

choose multiple answers. Any response that consists of a usability testing option were converted to 

“usability testing” response options, while other responses that did not have usability testing option 

were converted to “not using usability” response options. A Chi- Square test was performed to examine 

the relation between reporters that conducted usability testing and usability defect description 

attributes. Table 5.9 shows that at significant level 0.05 three attributes were significant, however by 

applying Bonferroni correction a test would have to have P<0.005 to be significant. Therefore, only the 

cause is significant (χ2, (2, N=82) = 14.530, p < 0.005).  

0.0%$ 20.0%$ 40.0%$ 60.0%$ 80.0%$ 100.0%$ 120.0%$

The$difficul3es$the$actual$user$will$encounter$as$a$

consequence$of$the$usability$problems$cannot$be$

known$during$func3onal$tes3ng$$

In$exploratory$tes3ng,$a$usability$defect$is$typically$

grounded$in$general$usability$knowledge,$rather$than$

in$specula3ons$on$users$task$performance$and$

response$

The$presence$of$actual$users$during$usability$tes3ng$

can$reveal$user's$knowledge,$likely$difficul3es,$actual$

task$scenario,$and$realis3c$redesign$solu3ons$

In$usability$tes3ng,$more$usabilityHrelated$informa3on$

can$be$reported,$such$as$violated$heuris3cs,$design$

principles,$users$response,$and$feelings$as$compared$to$

system$tes3ng$

Describing$complaints$from$customers$or$end$users$

may$not$correctly$describe$the$actual$difficul3es$faced$

by$them$

Completely$disagree$

Somewhat$disagree$

Neither$disagree$or$agree$

Somewhat$agree$

Completely$agree$

No$response$



 105 

5.3 Threats to Validity 

We have considered three types of possible threats that can affect the validity of the survey results, 

which we discuss below. 

5.3.1 Internal Validity  

The main threat to this study is a misunderstanding of the survey context by the respondents. Our goal 

was to focus on usability defect reporting instead of general software defect reporting. Respondents 

may have answered the questionnaire based on their general defect reporting knowledge and 

experience. We addressed this threat by (a) giving three different types of usability defect examples at 

the beginning of the survey, and (b) highlighting the usability defects (bold and italic) keyword for 

every question, so the respondents were always aware of the survey context.  

5.3.2 External Validity 

One possible external threat to the validity of the survey outcome is the representativeness of the 

respondents. Although 147 valid responses to the survey is a good start, the population size is relatively 

small to examine the research questions and answer them in appropriate manner. There could have 

been some level of confirmation bias among the participants as not all of them were directly working in 

HCI projects, reporting usability defects, or even using formal defect reporting processes and tools. For 

example, only a small number of people used automation tools (16%) to report usability defects. As 

such, we cannot claim our findings about the question on automation tools to be conclusive. Instead, 

our survey may be a plausible start for more detailed empirical studies. Furthermore, the use of a self-

rating technique to identify how participants discovered usability defects did not really reveal the 

participant’s experience, approach and skill in usability defect discovery.  

5.3.3 Construct Validity 

One concern is regarding incorrect measures, i.e. not precisely measuring respondents’ practices in 

reporting usability defects. To mitigate this concern, we reused previous surveys and added questions 

from both usability and software engineering fields. Another possible threat is that our respondent 

recommendation does not entirely reflect the true reality of defect reporting practice. Since our survey 
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is anonymous, some responses we received stated that they have never used defect reporting tools. In 

fact, some comments were not at all meaningful.  

5.4 Discussion 

In this section, we present an overall discussion of our findings regarding the five factors that we 

postulated to influence the quality of usability defect reporting. This study has presented initial findings 

on how respondents see the listed five factors influencing the descriptions of usability defects. 

5.4.1 The Role of the Reporter 

In earlier research, it was recognized that the evaluator or software tester plays a significant role in the 

outcome of software testing [14], [87]. Since communicating defect information is part of software 

testing activities, we argue that the presence of evaluator effect will also influence the quality of defect 

information submitted. 

In this study, most of the respondents agreed that the reporters’ role matters a great deal in getting 

a usability defect fixed. There are possibly two aspects in OSS development that support this factor. 

The first aspect lies on the different user capabilities to supply meaningful information.  In the context 

of OSS development, defect reporters can vary between three groups [4], [88];  1) software developers 

with high technical background and in-depth knowledge of the software, 2) user support who may 

posses expertise in using the software, but may have very limited knowledge and technical details of 

the software, and 3) end users who only used the software as a “black box”. Among these three groups 

of users, responses from our survey revealed that technical users often provided more informative 

usability defect information, such as redesign solutions, which is important for software developers to 

correct software defects [9]. However, the solutions from these technical users may pose a threat to 

less-technical users. For example, the subjective nature of usability means that some technical users 

(with no usability background) may be able to personally justify the usability problems. However, the 

problem might not be an issue for the wider user base, or in fact, could lead to “fixes” or “shortcuts” or 

“simplifications” that negatively affect less-technical users. 

The second aspect is related to important and trusted reporter.  As Zimmermann et al. [20] 

claimed, “well known reporters usually get more consideration than unknown reporters, assuming the 

reporter has a pretty good history in bug reporting”. This suggests that when software developers have 



 107 

put their trust in a reporter, they are likely to give them a higher priority.  We also found that usability 

defects reported by customers typically get reviewed and fixed faster. Possibly, defects raised by 

customers have higher business value and fixing their defect reports is a key driver in gaining users’ 

loyalty.  

Based on this finding, we suggest that one criterion for effective defect report writing is to 

customize the defect report content according to the reporter background. For example, if the reporter 

is an end user with limited access to the software, information such as configuration of the application, 

hardware information, product information, event traces, and error logs should be automatically 

collected rather than manually asking them to fill in the form. This is because such technical 

information is very important for software developers to diagnose the problems but they were the most 

problematic information as reported in [21]. 

5.4.2 The Role of Experience and Knowledge in Usability Defect Reporting 

Experience and knowledge have been studied in the context of software engineering, especially in 

software testing [80], [84], [85], [89]. Often, experienced software testers could find more software 

defects. However, in the context of reporting a defect, previous studies have reported that only a small 

group of experienced reporters could produce a good quality of report because of their limited 

understanding of what constituted a defect [4]. This suggests that while software testing experience 

might be useful for test execution and evaluation, it does not guarantee a production of high quality 

defect reports. For this reason, we studied three categories of experience that may influence the 

effectiveness of writing usability defect descriptions – experience in usability testing, experience in 

general software testing, and experience in reporting usability defects. In the opinion of our 

respondents, they strongly believed that these experiences were helpful to provide more organized and 

detailed usability defect descriptions. Since our survey does not quantitatively measure to what extent 

the quality of the usability defect report is due to the influence of these experiences, it would be unwise 

to over-interpret their response. However, this finding raises a question on how testing skills and 

expertise would be beneficial to an individual’s usability defect report writing effectiveness.  

Concerning the influence of defect reporter’s knowledge, “users’ perspective” and “practical 

knowledge” were the most agreed type of knowledge that should be acquired by defect reporters in 

producing well-written usability defect descriptions. In the context of reporting usability defects, we 
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argue that understanding the user’s perspective and practical knowledge are interrelated knowledge 

elements. While understanding the user’s perspective could be much easier to gain, practical 

knowledge, on the other hand, may require direct observation and participation in activities [84] and be 

increased by the involvement of professional experience [85]. In this case, we see that to be a good 

defect reporter, despite understanding the problems from what the user feels, the defect reporter also 

needs to have a deep system knowledge of the features, and in most cases, based on personal 

experience as a user of the system [74]. As Itkonen and Lassenius [74] reported, a good understanding 

of usage procedures and context allows defect reporters to identify actual usability defects by reflecting 

on the system’s behavior with realistic usage tasks and context rather than based on personal 

speculation.  

As well as practical and domain knowledge, some of our respondents agreed that understanding 

usability principles and knowledge are desirable. However, only 17% of respondents had received 

usability-related training. For respondents with related training, they seem to understand usability 

defects, and tend to provide severity ratings. Despite the value of this type of training it does not seem 

to be common. We assume usability-related training is normally conducted in the context of learning 

about user experience, building skills on UX best practices, and designing user interface2. The training 

seems to provide insufficient focus on writing good defect reports.  

Knowledge on defect reporting tools was also considered important in writing good usability 

defect reports. As Ko and Chilana [4]  reported, lack of knowledge of defect reporting tool and process 

may influence the quality of defect reports. We argue that current defect report forms offered by most 

defect reporting tools are too generic to support different types of defects that may need different kinds 

of information reported. A range of enhancements to existing defect reporting tools is suggested in 

[43], [90]–[92] but none of them are specifically designed to consider the reporters’ knowledge and 

experience. Novice defect reporters in particular struggle to prepare good usability defect reports [93]. 

Perhaps, defect report forms could be customized to reflect a reporter’s profile (i.e., non- technical 

user, usability expert, customer, etc).  

                                                             
2 https://www.nngroup.com/training/ 
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5.4.3  Use of Automation Tools 

Many usability engineering tools offer automated data capture and richer kinds of information capture 

e.g., instrumenting applications to capture traces and user interaction, recording richer user interaction 

and mapping to user task, and capture of video, audio, screenshots, diverse interaction (touch, sketch, 

gesture, accelerometer, as well as keyboard and mouse). As shown in Section 5.2.2.4, however, not 

many reporters used automation tools to capture usability defect information. Among the tools 

mentioned by our respondents to record screenshots, video and audio are Snagit, Screencast, Jing, 

LICEcap, and Snipping tool. Since these tools are not tightly integrated into defect reporting workflow, 

there is friction in creating useful hypermedia attachments, especially in adding and manipulating 

attachments. Perhaps, by combining HCI usability engineering methods and tools with software defect 

reporting and management repositories will be of greater value. 

Concerning usability defects, existing research on usability defect descriptions has shown the 

value of capturing additional usability context. Instead of knowing which particular interface element 

causes confusion, it is useful to know how and why users get confused [22]. Therefore, in addition to 

screenshots of the problematic interfaces, it might be useful to automatically record facial expression, 

body language, gestures, and tone of voice of the users conducting usability tests. Perhaps these kinds 

of recording tools could be integrated with defect reporting tools to reduce the defect reporting 

workload.  

Furthermore, software engineering research on collecting logs and traces [90], [91] and 

automatically capturing steps to reproduce [43], [92] does not seem to have a big contribution in the 

practical usability testing context. Possibly, this preference for commercially available software may be 

attributed to the fact that tools developed by research community tend to be concept demonstrators 

with ad-hoc support.  

5.4.4 Defect Information Obtained Through Usability Testing 

In our survey, about 60% of reporters used usability testing to discover usability defects. The majority 

believed that usability information such as user’s knowledge, likely difficulties, actual task scenario, 

realistic redesign solutions, violated heuristics, and user’s feelings are more easily obtained via 

usability tests. In addition, respondents also agreed that reporters who conducted usability tests are able 
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to explain possible causes better other than traditional testing. Possibly, when reporters observed users 

performing certain tasks, they gain direct feedback from the users. Quantitative data such as users’ 

performance (i.e., time on task and error rates) also can be collected.  

However, in OSS development, since no formal usability evaluations are conducted such 

information heavily relies on the ability of the users who experienced the problems to precisely 

describe them. As stated earlier, the diverse backgrounds of OSS communities make it difficult for the 

users to identify and provide valuable information. Therefore, we suggest that additional information 

such as impact, assumed caused, and violated heuristics should be explicitly prompted to the reporters. 

In this way, reporters will be guided to supply meaningful information even if they are not “usability-

savvy”. 

5.5 Summary 

Our survey responses indicate that, according to software development practitioners, quality of 

usability defect descriptions does strongly depend on the experience and knowledge of reporters, use of 

automation tools, and defect discovery methods. However, our finding is preliminary and needs to be 

extended. Researchers could explore the effect of implicit usability testing activities, and the type of 

knowledge and experience applied when reporting usability defects.  

The responses indicate that the experience and knowledge of defect reporters has a great influence 

on the information presented in the usability defect descriptions. Reporters who have usability and/ or 

HCI knowledge and have software testing experience were likely to provide severity ratings, title/ 

summary, context, and expected results when describing usability defects. We also found that reporters 

who used automated tools were likely to capture software context better than those who used manual 

processes. Also, reporters who discover usability defects using usability testing were likely to provide 

possible causes other than those who used other testing methods. We consider such influence in 

designing our new usability defect report form as discussed in Chapter 7. 
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6 A New Open Source Usability Defect Classification 
Taxonomy 

In open source software usability defect reporting, little research to date has focused on understanding 

just what different categories usability defects belong to. Existing defect repositories, such as Bugzilla, 

have used keyword functionality to label usability-related defects. For instance, a defect can be labeled 

as uiwanted, useless-UI, ux-affordance, uc-consistency and ux-efficiency. However, such a high-level 

classification does not assist developers to identify the underlying flaws or problems. In fact, lack of 

descriptions, examples and limited usability terms make it difficult for non-human computer 

interaction evaluators to assign such labels for certain usability defects [50]. Moreover, understanding 

software engineering classification models, such as ODC and RCA, requires users to understand 

usability problems from the context of software development and the perspective of software 

developers. Since usability defects are subjective in nature, characterizing usability defects using 

predefined attributes does not really reveal the users’ task difficulties [94]. These limitations 

encouraged us to revise the existing usability defect classification models. There are several reasons for 

categorizing usability defects: 

1) to more clearly disclose the probable causes of the defect; 

2) to highlight the impact of usability defects on the task outcome; 

3) to treat usability defect priority the same as the other defects; and 

4) to quantitatively track usability defects over time. 

This chapter answers our fourth thesis research question “RQ4 - How should open source usability 

defect reports be classified so that they can be effectively reported?” Based on our analysis of open 

source usability defect reports, we revised the existing usability defect classification model [12], [76], 

[95] to incorporate software engineering and usability engineering needs. We also aimed to collect 

feedback on a new proposed open source usability defect classification model by requesting software 

development practitioners to classify a sample of usability defects.  

6.1 Existing Usability Defect Classification Schemes  

In the classification schemes based on a usability engineering perspective, usability defects are often 

categorized according to a single perspective. Earlier efforts to classify usability defects were done by 
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Nielsen and Molich [96]. They developed nine heuristics to assist usability evaluators to assess the 

usability of a user interface. Since Nielsen’s heuristics only offer a high-level classification, there are 

some usability problems that cannot be mapped to any of these heuristics [12].  

To overcome this limitation, Keenan et al. [12] developed the UPT that classifies usability defects 

into artifact and task components. The artifact component consists of visualness, language, and 

manipulation categories, while the task component consists of task mapping and task facilitation 

categories. Each category is composed of multi-level subcategories. For example, language consists of 

two-level sub-categories; the first level consists of naming/ labeling, and other wording, while in the 

second level, other wording if further categorized into feedback messages, error messages, other 

system message, on screen text, and user-requested information/ results. The depth of classification 

along the components and categories may result in one of three outcomes; full classification, partial 

classification, and null classification.  

This approach to classification, however, relies on a high quality defect description, which as our 

earlier chapters demonstrate, are rarely present in open source usability defect reports. Our 

observations are that many open source usability defect reports have defect descriptions that contain a 

lack of contextual information, particularly on the user-task. As a result, when using UPT to classify 

usability defects, we have to make many assumptions and a self-judgment about the task performed by 

the users that lead to the problems. We believe UPT is useful for usability evaluators to assess the 

usability defects during usability evaluation with the presence of users, but not to classify defects by 

just reviewing the usability defect description.  

Andre et al. [3] have expanded the UPT to include other usability engineering support methods and 

tools. By adapting and extending Norman’s [97] theory of action model, they developed UAF that used 

different interaction styles. For example, the high-level planning and translation phase contains all 

cognitive actions for users to understand the user work goals, task and intentions, and how to perform 

them with physical actions. The physical action phase is about executing tasks by manipulating user 

interface objects, while the assessment phase includes user feedback and the user’s ability to assess the 

effectiveness of physical actions outcome. Even if the UAF was viewed as a reliable classification 

scheme that supports dissimilarity of defect descriptions for the same underlying design flaw, the 

complexity in determining which phase of the interaction the problem occurred is a real challenge for 

novice evaluators.  
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Concerning the limitation of single perspective classification schemes, many researchers have 

started to explore usability defect classification models from multiple perspectives. One of the most 

prominent approaches is the cause-effect model. For example, Khajouei et al. [98] argued that the lack 

of information on the effects of usability defects in UAF have caused a long discussion to reshape the 

way developers think about usability. They augmented the UAF to include Nielsen’s severity 

classification and the potential impact of usability defects on the task outcome, in order to provide 

necessary information for software developers to understand and prioritize problems.  

Vilbergsdottir et al. [99] have developed a Classification of Usability Problem (CUP) framework 

that consists of two-way feedback; Pre-CUP that describes how usability defects are found, and Post-

CUP that describes how usability defects are fixed. In Pre-CUP usability evaluators use nine attributes 

(Defect identifier, frequency, trigger, context, description, defect removal activity, impact, failure 

qualifier and expected phase) to describe usability defects in details. Once the usability defects have 

been fixed, the developers record four attributes (actual phase, types of fault removed, cause and error 

prevention technique) in Post-CUP.  

Geng et al. [95] claimed that CUP can capture important usability defect information and provide 

feedback for usability improvement, but that CUP could not be used to analyze the effect on users and 

task performance. Considering the importance of the  cause – effect relationship, they have customized 

the ODC and UPT. This usability-ODC framework consists of three causal attributes (artifact, task, and 

trigger) and four effects attributes (learning, performing, perception, and severity).  

In relation to open source defect reporting, we found that some of these attributes are not relevant 

for open source communities that have a very low involvement in usability experts. For example, 

technical information about defect removal activity, failure qualifier, expected phase, and frequency 

are difficult to obtain, particularly for users with limited human-computer interaction knowledge. In 

fact, without formal usability evaluation in open source projects, the trigger attribute as suggested in 

the usability-ODC framework is not possible to justify. Additionally, the use of pre-defined values for 

some of the attributes may introduce selection bias and users are likely to select incorrect values. 

Other usability problem classifications use a combination of models to support practical use of 

classification in different software development context [94]. This model-based framework consists of 

three perspectives, in which each perspective is facilitated by the use of models: artifact-users-tasks-
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organization-situation model for Context of Use, abstraction hierarchy model for Design Knowledge 

and function-behavior-structure model for Design Activities- in which the usability problem needs to 

be analyzed through the collective consideration of the three models. The Context of Use perspective is 

to understand the cause of the problem, either related to design factors (violated user interface design 

guidelines) or non-design factors (user preferences). If a usability problem is judged as “design 

factors”, it should be further analyzed from the Design Knowledge and Design Activities perspectives. 

Such a reference framework would allow usability evaluators to develop a specific classification 

scheme for a particular context. However, a lesser degree of involvement of usability evaluators in 

open source projects makes it quite impossible to adopt such a comprehensive framework. In fact, 

contributors who participated voluntarily in open source projects prefer to work more on the main 

functionality of a certain application rather than focusing on user-centric design [7].  

6.2 Rationale for Revising Existing Usability Defect Classification 

Generally, software problems are often classified as a defect when software is not behaving to its 

expected purpose, or enhancement when a feature is desired but not present. From a software 

engineering perspective, cause-effect classifications provide a deeper understanding of a software 

problem. To the best of our knowledge, only one usability cause-effect classification currently exists. 

Geng’s classification [95], in our view, is not appropriate to classify open source usability defects with 

limited information. The trigger component in the causal attributes can be limited because in the 

absence of formal usability evaluation in OSS development, it is quite impossible to identify the 

usability evaluation methods that trigger the usability defects.   

Even if usability evaluations were to be conducted, OSS projects would still lack the effective 

mechanism to formally conduct the evaluations, for two reasons. First, many of the volunteers who 

contribute to OSS development are developers, who might have limited knowledge and skills required 

for usability evaluation. Second, in order to formally conduct usability evaluations, extra commitment 

from contributors is necessary, but volunteers may not be able to spend more time on this. Considering 

these limitations, we revised Geng’s classification [95] to better suit an OSS environment. The 

following paragraph summarizes the rationale for our revision. 

Defect category - In software development, quantitative measurements such as the amount of 

memory used, the time to load application or response time is very crucial and often gets immediate 
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attention from software developers, as opposed to subjective usability issues that cannot be 

scientifically quantified and measured. To address this issue, common open source defect repositories 

such as Bugzilla have implemented keyword functionality to address usability heuristics terms, such as 

consistency, jargon, and feedback so that the concept of user interface and the underlying 

implementation could be described effectively. Each usability issue is tagged with the specific usability 

heuristic being violated. In this way, software developers with limited usability and interface design 

knowledge could learn about the heuristics and understand how the same types of defects could be 

resolved.  

However, current UX principles being used by Bugzilla’s keyword functionality are too broad 

[100]. Software developers may be able to know the violated usability principles but they might not be 

able to relate the common characteristics for the set of problems to reveal the root cause and resolution. 

For example, using the term POSTDATA in a dialog is ux-jargon. This high-level classification is 

unable to facilitate the identification of specific problems on specific software context and provide 

quick summaries of the problematic interface components or defective task execution. Thus, by 

adopting a usability classification scheme such as UPT, software developers will be enabled to analyze 

usability defects more easily. Managers will be enabled to monitor the trends, patterns, and occurrence 

of certain types of usability defects for tracking improvements. 

Effect – Previous studies reported that usability defects are treated at a lower priority compared to 

functional defects [23]. In the existing ODC classification, severity is used to measure the degree of the 

defect impact. However, due to unclear usability category definitions, many usability defects end up 

with low severity ratings [23]. From our analysis of open source defect reports discussed in Chapter 4, 

we think unclear and missing descriptions about user difficulty caused by the usability defect is one of 

the reasons why software developers do not prioritize the importance of fixing many reported usability 

defects. The fact that only a small fraction of usability defect reports contain impact information 

reveals the lack of contextual information to convey information to software developers about the user 

difficulty and how it impacts user emotion from the perspective of usability engineering. However, the 

use of only textual descriptions to capture user difficulty could be a disadvantage as users are likely to 

provide lengthy explanations that may be unhelpful to many software developers. One way to reduce 

this limitation is to create a set of predefined impact attributes so that the impact can be objectively 
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measured. For example, we can use rating scale to measure emotion, while task difficulty could be 

selected from a predefined set of attributes.  

Causal – Since no formal usability evaluation is usually conducted in OSS projects, usability 

problem triggers cannot be identified. In OSS projects, usability defects are most often reported from 

online user feedback facilities and results of developer black box testing. Considering this limitation, 

instead of looking at trigger attributes we study the failure qualifier of the problem. This information 

could help software developers to understand the reason why a user considers the problem as a valid 

usability defect.  

6.3 Our New Revised Open Source Usability Defect Classification Taxonomy 

We began to construct our new usability classification model by reviewing usability defect 

classification models in the literature, in particular UPT [12], ODC [77], and usability-ODC framework 

[95]. While we wanted our usability defect classification to be in line with software engineering 

principles, we also wanted to develop a model that is simple and easy to use by users (the users can be, 

for example, software developers, testers, customer support, or end users) with limited usability 

knowledge.  

In contrast to the previous classifications [12], [95], our usability defect classification model is 

designed to address usability defects reported in open source defects without a formal usability 

evaluation method being used. Thus, observable data such as time-on-task, number and types of help 

sought, frequency of expressed frustration cannot be obtained from the reporters’ self-reporting defects. 

In fact, in open source usability defect reports, we could not identify testing techniques employed by 

the users that triggered the usability defect. For these reasons, we revised the previous classification 

models to only consider information normally available in the open source defect reports.  

We adapted the original ODC framework to better understand usability defect causes and effects, 

and integrated it with usability practices. Figure 6.1 illustrates the high-level cause-effect usability 

defect classification model. We collected 377 usability defects from Mozilla Thunderbird, Firefox for 

Android, and Eclipse Platform project. We began by randomly reading a few samples of defect reports 

in detail, trying to understand the defect content structure, and to construct a list of potential metrics to 

be used for ODC attributes (cause and effect attributes). Most of the defect descriptions that we read 
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contained significant information about defect reproduction, actual results (i.e., what is wrong with the 

usability defects), expected results (i.e., what should be fixed) and user difficulty expressions.  

 

Figure 6.1. Our revised usability cause- effect defect classification model [95]. 

Based on this common information, we included usability defect categories and failure qualifier as 

ODC-cause attributes and user difficulty as ODC-effect attribute to our first draft of classification 

model. The rationale of using failure qualifier and user difficulty is to help developers understand the 

validity of the problem and help them to prioritize defect fix accordingly.   

We started to classify one project at a time. We used user-written statement criteria to signal 

usability defect categories, failure qualifier, and user difficulty attributes. To analyze the defect 

descriptions into the three attributes, we conducted a card sort. Card sorting is a method to generate 

information grouping of specific data items [101]. In our case, we applied both closed and open card 

sorts. In a closed card sort a set of pre-defined categories were used to organize and map the defect 

descriptions into usability defect categories [12], [95], and failure qualifier attributes [102]. While in an 

open card sort no predefined groups were used, instead the groups were emerged and evolved to 

identify common themes for user difficulty attributes. 

Once we had identified more global definitions of categories and subcategories, we then proceeded 
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independently, applying the final classification model, and consulted the category definitions, and 

terminology until a consensus was reached. We assessed agreement informally throughout.  

The remainder of this section provides an overview of the three attributes, including the changes 

and addition to the original UPT. 

6.3.1 Cause Attribute 

This attribute is derived from ODC. In the original ODC, cause attributes are measured using defect 

types and trigger. Defect type gives information about type of defects uncovered by different testing 

techniques, while trigger is a condition that allows a defect to be discovered. However, in our research 

we used defect types to group usability defects that share common characteristics, and trigger was used 

to understand the underlying usability design flaws. The detailed description of defect types and trigger 

are given below. 

Usability Defect Categories 

To classify usability defect categories, we used closed card sort. We began by classifying the written 

usability defect description to a set of predefined usability defect categories as in [12], [95]. Since we 

experienced some difficulties – lack of specificity and insufficient definition when using [12], [95], and 

lack of information in defect reports during our preliminary analysis, we revised the original UPT by 

only categorizing the defect types into two categories – interface related defects and interaction related 

defects [76]. Interface defects refer to defects affecting the structure and behavior of graphical user 

interface (GUI) aspects that affect the overall look and feel of the application. Interaction defects refer 

to defects affecting the interaction process when a user interacts with a GUI. To reflect these two 

categories, we reconstructed the original UPT’s primary and subcategories as follow: 

- The original UPT category “visualness” is replaced by “GUI structure and aesthetics” as the 

primary category, the “language” category is removed and all the subcategories are assigned 

to new category “information presentation”, and the “manipulation” category is moved to 

interaction defects.  

- We extracted three primary categories of interface defects - GUI structure and aesthetics, 

information presentation, and audibleness. GUI structure and aesthetics are about feel and 

display given by interface, such as colors harmonious, object affordance and layout 
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coherence. We only retained two subcategories of the original UPT (object appearance and 

object layout), replaced “object movement” subcategories with “object (screen) state”, and 

moved two subcategories “presentation of information/ results” and “non-message feedback” 

to “information presentation” primary category.  

- The primary category “information presentation” is about information relevancy and 

credibility of data, feedback message, on screen text, and results presented in the user 

interface. It is divided hierarchically into six subcategories. We adapted “data presentation” 

subcategories in [76], reused “non-message feedback”, “error, notification and feedback 

message” in UPT, and added two subcategories “on screen text” and “menu structure”. 

- The primary category “audibleness” was adapted from [95] to accommodate the audio, speech 

and voice capability. We replaced the subcategories “prompt” with “audio cues”. 

- For interaction defects, we extracted three primary categories – manipulation, task execution, 

and functionality. In contrast to the original UPT, the primary category “task mapping” and 

“task facilitation” are refined. 

- Manipulation is concerned with the user’s ability to understand and manipulate user interface 

objects [12]. We adapted four subcategories as in ODC-usability framework – keyboard press, 

mouse click, finger touch, and voice control. We added three subcategories; scrolling 

mechanism, drag and drop, and zooming. 

- Task execution focuses on the outcome of certain tasks. We adapted three subcategories as in 

the fault model [76] – action, reversibility, and feedback. Referring to the original UPT, we 

considered the subcategories “interaction”, “navigation”, and “task/function automation” as 

“action” subcategories. The subcategory “alternatives” was replaced by “reversibility”, and 

the two subcategories “user error tolerance” and “keeping the user on track” were combined in 

“system task feedback” subcategory.  

- Functionality refers to any problem due to the capabilities provided by the product. We reused 

functionality definitions from [103].  

The resulting model is illustrated in detail in Figure 6.2, and a definition of each category is listed 

in Table 6.1. The detail categories, subcategories, and example defects can be found in Appendix C.  
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Figure 6.2. Hierarchical structure of defect types, effect and failure qualifier. The colors indicate the 

different sources we adapted in our classification model. 
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Table 6.1. Definition of key defect categories. 

Defect Definition 
Interface Any unpleasant graphical user interface aspects that affect the overall look and feel of the application. 
Visualness  Any difficulty encountered by the user when they view objects (icon, menu item, scroll bar, button, 

favicon), symbols, and images present in (or missing) the user interface. 
Object (screen) appearance Refers to how individual objects look, sound, or appear to other senses. These problems involve 

object affordance such as the use of colors, size, and animation. 
Object (screen) layout Refers to layout coherence and how user interface objects are laid out on the screen. These problems 

involve spatial organization, such as the use of balance and symmetry, the alignment and spacing of 
elements, the grouping of related elements, the placement of screen objects, and consistent use of the 
GUI elements across applications. 

Object (screen) state Any difficulty encountered by the user when they cannot recognize or are unclear about the effect of 
object state change, including the change to its behavior and appearance. 

Information presentation Any difficulty encountered by the user when they view, read, and interpret the information or data 
presented in the user interface.  

Data presentation Refers to how data is presented, structured, and controlled. 
Object (screen) naming and 
labeling 

Any difficulty in language such as words/ terminology used as names on objects (such as buttons, 
title bars, field labels) and screens [12]. These problems also include inconsistencies of naming and 
labeling standard. 

Non-message feedback Any difficulty that is due to distracting, annoying, and confusing feedback [12], and insignificant use 
of visual cues that appears while using user interface. 

Error, notification and 
feedback message 

Any difficulty in language such as words used in phrases and sentences in error, notification, and 
feedback message. These problems also include the ability of users to understand and interpret the 
meaning of information presented in the message. 

On screen text and results Refers to completeness, accuracy and credibility of information in on screen text/ instructions, online 
help and tutorials, and results of user queries. 

Menu structure Refers to organization of menu, and grouping of related options.  
Audibleness Any unpleasant audio like sound management and sound alerts. 
Voice and sound Refers to any problem related to audio cues at the interface like giving distracting, disturbing, and 

annoying sounds, or missing sound alerts when the message comes to the screen. 
Text and feedback in speech Refers to any problem when there is difficulty in understanding speech signs and translating these to 

text. 
Interaction Any difficulty encountered by the user when they interact with the application  
Manipulation Any defects that occur when the user has trouble with some aspects of manipulating objects on the 

user interface 
Keyboard press Any difficulty encountered by the users when they use keyboard to interact with the user interface. 

These problems include the problematic use of access keys as a shortcut to issue menu commands. 
Mouse click Any difficulty that involves the user’s ability to use mouse and its buttons to directly manipulate 

objects (speed of cursor tracking triple clicking, depressing multiple mouse buttons simultaneously) 
[12] 

Finger touch Any difficulty encountered by the users when they touch areas of the screen to move the pointer, 
press button, and manipulate image. 

Voice control Any difficulty encountered by the users when they use voice signals to activate user interface or 
invoke certain tasks. 

Scrolling mechanism Any difficulty encountered by the users when they use vertical scrollbars to move data up and down, 
and horizontal scrollbars to move the data left and right within the view.  

Drag and drop Any difficulty encountered by the users when they select and drag an object, and drop it into another 
location in the interface. 

Zooming Any difficulty to change gradual image scaling operation.  
Task execution Any defects encountered by the users that inhibit a user from completing an intended action. 
Action Any defects that occur as a result of executing a task. 
Reversibility  Refers to the ability of the application to allow user to explore the interface and make mistake, and 

roll back the action such as multi-level undo operation, and the ability to cancel long-running actions.  
System Task Feedback Refers to the ability of the application to always keep users informed about what is going on for 

every user event, such as prompt a warning, status, and error message.  
Functionality Any problem that is due to the facilities provided by the product to user.  
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Trigger  

Another aspect of cause attributes is to help software developers understand the root causes that trigger 

dissatisfaction of the software product from the viewpoint of the users. Since in OSS projects, usability 

is not formally evaluated with the presence of actual users, it is quite difficult to explain to software 

developers why certain aspects of the software product become an issue for some users. With this in 

mind, we believe an effective classification model is the one that may explain why users are 

experiencing problems. In the ODC model [77], trigger  measures the nature of testing being conducted 

in order to highlight the kind of testing techniques necessary to discover defects. However, in open 

source projects, such information is not available. Therefore, when analyzing trigger attributes from 

defect description we used failure qualifier from ODC as a set of predefined metric. 

In the usability evaluation context, the failure qualifier attribute is used to capture more 

information about usability defects through verbal communication with the test participant or recording 

user test session [99]. For instance, the usability evaluator can ask the test participants why they did not 

notice the presence of menu or some elements on the user interface (missing). On the contrary, we 

interpret one failure qualifier just based on a statement written in the defect report. As such, we have 

refined the definitions of the failure qualifier attributes to suit our case as listed in Table 6.2. We 

assume that this ODC failure qualifier would be a good ground on which to base users’ justification on 

how they discover the usability defects.  

Table 6.2. Failure Qualifier – sample phrases from usability defect reports [99]. 

Qualifier Definition Representative quotes from sample 
Wrong When the reporter notices that something 

has gone wrong while performing a task or 
some elements on the user interface are 
violating usability principles and 
standards. 

1. The New project wizard has an icon based on the closed 
project icon, which is not how it would appear to the user. 

2. On reload, the lock icon should immediately disappear 
when the old document has finally gone away, not when 
reload has just been tapped upon 

Missing When the reporter fails to find something 
in the user interface that he/ she expected 
to be present, or the results of performing 
certain task did not meet his/ her 
expectations. 

1. When initiating a WebRTC call, Firefox for Android 
currently doesn't pop up a permission request to use the 
camera/microphone. We need this to pref on. 

Irrelevant When the user interface contains 
information objects, steps to accomplish 
task or functionality that do not contribute 
to system services and are unnecessary 

1. This is needless functionality and annoying….) 
2. It is pointless to show the button that lists all your tabs 

when you only have one open. In fact, it really is pointless 
to show them unless you have more tabs than your Window 
can hold. 

Better way When the reporter suggests that something 
in the user interface could have been done 
differently, or suggests a different way of 
doing a certain task 

1. It’s nice to change the dialog resizable and scrollable in the 
tabs' contents for temporarily (The Account Settings is so). 

2. I would prefer that if someone wants to re-populate the 
dialog text from selected text, they simply type ^F again. 
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Table 6.2. Failure Qualifier – Sample phrases from usability defect reports [103] (Continue) 
Overlooked  When the reporter overlooks an entity in 

the user interface, or does not know how 
to perform a certain task 

1. It happened to me a couple of times that I thought that I 
closed all editors by mistake 

2. Didn’t know how to change it back or that it's even 
possible 

Incongruent 
mental model 

When the user interface is unclear because 
it does not match the reporter's mental 
model, previous experiences, or they 
notice inconsistencies with other similar 
applications 

1. I haven't found a official DL link for Royale but the one I 
now used looks most "official". 

2. I expected to be able to enter my username and my 
password as usual, not having the keyboard overlapping 
text input fields. 

6.3.2 Effect Attribute 

In many defect classification models [77], [95], [102] severity rating is commonly used as a metric to 

measure the potential effect of usability defects on the intended user.  Since usability defects severity 

tend to be unfairly treated by software developers [23], we argue that defect severity is not a reliable 

metric for analyzing usability defects for software quality improvement.  

In Geng’s classification [95], the effect attribute is studied from three components – problem in 

learning, problem in performing given tasks, and user perception. Each of these components constitutes 

more specific values such as that problem in learning has three values - learnability, memorability, and 

retention over time, and performing has two values - effectiveness and efficiency. These values are 

measured by examining time, effort, success rate and level of happiness showed by users when 

performing assigned tasks during usability testing. Since usability defects in OSS projects are not 

directly observable from usability test data, such metrics cannot be used in our model. In fact, in 

software development we recognize that the impact the defect has on the user and likelihood of 

occurrence is important to prioritize defect fixes, but such information is rarely present in defect 

reports, or if it is reported, the information is not clear. For this reason, we examined the effect of 

usability defects as the user difficulty, in terms of human emotion and task performance.  

In this research, we examined statements and phrases of defect reports to decide which statements 

constitute impact on human emotion and impact on task performance. Using open card sort, the main 

researcher reviewed statements and generated labels of the emotion and task difficulty, then merged 

and sorted the lists into meaningful descriptive labels, and finally, created a set of codes. From our 

analysis, we interpreted impact of task performance based of the software quality attributes, such as 

accessibility, understandability, noticeability, loss of data, complexity, and visibility. For human 

emotion such as confusion, frustration, and annoyance, our interpretation was based on the terms such 
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as “distract”, “annoy”, “frustrate”. If such terms are not presented in the defect reports, we analyzed the 

phrases such as [104]: 

• “I am confused about …” 

• “I’m not sure …” 

• “I don’t know …” 

• “I can’t figure out …” 

• “I am having a problem …” 

• “I assume …” 

• “How do I …” 

We started the examination with the Mozilla Thunderbird dataset. Once the Mozilla Thunderbird 

dataset had been classified, the process was repeated with Firefox for Android and Eclipse Platform 

datasets. If there were inconsistencies, the draft codes were modified and refined again. Finally, the 

main researcher and supervisors reviewed and discussed the appropriateness of the resulting codes and 

definitions. Overall, when reporting a particular usability defect, reporters tended to address a single 

difficulty at a time, and reporters provided little evidence to substantiate their difficulties claim. Table 

6.3 and Table 6.4 define each of these user difficulty attributes, and lists sample phrases from open 

source defect reports. 

Table 6.3. Effect on human emotion and quotes for each. Bold indicates emotion that affected human 
emotion. 

Emotion Definition Representative quotes from sample 
Distraction Anything that draws a user’s attention away 

from their current focus or desired focus of 
the user interface or doing a certain task 

1. The user is confronted with too many coolitems and their 
"grab bars".  It is distracting, and it is unlikely that this 
granularity of repositioning is required. 

2. The lock animation that I'm currently seeing is distracting. 
It makes me take a second look at the screen to find out why 
something has just moved. 

Confusion The feeling of being unclear about the 
software function 

1. This leaves the novice user in an unexpected state. 
2. I find the navigation arrows in the toolbar confusing. 

Annoyance Frustration or hardship induced by using the 
user interface or software functionality that 
leads to irritation, frustration and anger 

1. I find it frustrating to navigate to the file when I know the 
name and just want it opened.  

2. Some people (me) find vibrate on every single click to be 
quite a nuisance. 
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Table 6.4. Effect on task performance and quotes for each. Bold indicates software qualities that 
affected task performance. 

Task Definition Representative quotes from sample 
Complexity The difficulties about understanding and using 

the software product and its components, in 
which the user has to perform irrelevant actions 
or needs to perform extra steps to accomplish a 
task 

1. I was able to copy the file on to my windows 
machine, edit it using Thunderbird on that 
machine, and then re-copy it to the EeePC, but 
that should not be necessary. 

2. It generally takes about 2-4 taps to figure out 
where the checkbox tap target is at … 

Visibility The poor capability of user interface or product 
components to keep users informed about what is 
going on, through appropriate feedback, obvious 
prompts and cues within reasonable time 

1. The cvs and resource icons are hard to 
distinguish as well. 

2. … active editor (tab) hard to detect (see 
screenshot) 

Performance The effect on task execution such as peed 
efficiency, availability, accuracy, throughput, 
response time, recovery time, resource usage 

1. Clicking on the 'Plug-in Details' or 'Configuration 
Details' buttons in the About dialog are time-
consuming operations when the product in 
question has a large number of plug-ins 

2. When a file type is selected the dialog is frozen 
for a very long time and no busy cursor is 
shown. 

Accessibility The difficulties the user has to access, use and 
benefit from certain functions in the user 
interface. The degree to which a product, device, 
service, or environment is available to as many 
people as possible 

1. Therefore, I can't do any searches 
2. … thus a new user will not be able to click 

anything on that page at all. 
 

Loss of data  An unexpected error made by the user when 
performing a task, in which information is 
destroyed by failures, or neglect in storage, 
transmission, or processing. 

1. No thanks for making me lose everything, my 
tabs, bookmarks etc by adding an extra search 
app, which I do not need. 

2. This will cause data loss and perceived 
instability in the IDE 

Understandability The difficulties about understanding the user 
interface metaphors and product functionality 

1. If you close all the views in the perspective, it 
remains open, but looks very bare, and it's not 
clear what the user can do next. 

2. … The new user has no idea what a perspective 
is. 

6.4 Evaluation 

We wanted to evaluate our new usability defect classification taxonomy with reporters and developers. 

We used a web-based survey as a tool to evaluate our proposed revision of usability defect 

classification. The following subsections describe evaluator selection, problem selection, and protocol 

in conducting our evaluation. 

6.4.1 Evaluator Selection 

Our evaluators were recruited from the researchers’ industrial contacts. The evaluators had varying 

levels of experience in industry and academic software development environments. The evaluators do 

not necessarily require HCI expertise, since the aim of the OSUDC taxonomy evaluation targets the 

understandability of the model rather than the utility of the classification. Participation was voluntary 



 126 

and evaluators were allowed to discontinue participation at any time during the research activity. The 

consent to participate in the survey was implied by the return of the anonymous questionnaire. 

However, a precise response rate cannot be determined, as the total number of the evaluators who 

received the invitation is unknown. 

We obtained approval from the Swinburne University of Technology Human Research Ethics 

Committee (SUHREC) prior conducting this survey (Approval number: SHR Project 2016/325). The 

details instruments used for the evaluation can be found in Appendix F.  

6.4.2 Problem Selection 

We randomly selected ten usability defects from the 377 usability defects that had been examined 

during the analysis phase prior to building the revised open source usability defect classification.  

6.4.3 Protocol 

We evaluated the classification model using web-based survey, Opinio tool. We conducted self-

administered evaluation survey, as this kind of survey approach offers greater flexibility to evaluators. 

Evaluators can participate at locations and times of their choosing. The survey was opened from 

February until May 2017.  Each evaluator was given the following material: 

• OSUDC taxonomy document – to understand how the taxonomy works, sample problem 

classifications, and glossary of terms. 

• Link to the survey – the survey has three sections. In the first section, evaluators are required 

to fill out a small survey questionnaire about personal background. The pre-questionnaire 

contains a total of six questions. In the second section, evaluators are given ten usability 

defects to be analyzed according to the OSUDC taxonomy. Each usability defect contains a 

total of four to six questions depending on a evaluator’s answer (s). In the third section, the 

evaluator was asked to give feedback based on their experience of using the proposed 

taxonomy. 

• Consent Information Statement – to indicate evaluator consent to participate in the study. 



 127 

The evaluators were not monitored and were allowed to classify the problems in any order, 

revisiting any problems they wished. There was no time limit imposed on the evaluators. See Appendix 

D for complete evaluation questions. 

6.5 Results 

In our survey, we only focused on the inter-rater agreement between evaluators when classifying 

usability defects. Since our target users are from OSS communities that have varying level of 

knowledge in HCI and usability-related matter, this research is aims to produce a simple taxonomy that 

could be understood by both technical and non-technical users when they first read the OSUDC 

documents. Based on our small-scale evaluation strategy, the findings discussed in the next section 

established principles of classifying usability in OSS projects and subsequently portrayed an early 

design element of the required OSS defect reports. 

6.5.1 Evaluator Demographic Information 

A total of twelve evaluators from 26 to 55 years of age, participated in the evaluation of OSUDC 

taxonomy. The majority of the evaluators were female (66.7%). As shown in Table 6.5, most of the 

evaluators are academic researchers and software developers, accounting for 41.7% to 50%. Almost 

92% of evaluators had not received any training or certification related to usability evaluation/ HCI/ 

UX. As Table 6.6 indicates, the majority of evaluators had limited familiarity in handling usability 

defects. In terms of experience in using a defect classification scheme, RCA was the most commonly 

used classification scheme among the evaluators (see Table 6.7). 

Table 6.5. Demographic information of the evaluators. 

Job responsibility Evaluators 
Academic researcher 50.0% 
Software developer with experience in both user interface and software development 41.7% 
End user with HCI/ UX/ usability knowledge 8.3% 

 

Table 6.6. Evaluators’ familiarity with usability defects. 

Extremely familiar 0.0% 
Moderately familiar 8.3% 
Somewhat familiar 41.7% 
Slightly familiar 41.7% 
Not at all familiar 8.3% 
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Table 6.7. Experience in using defect classification scheme. 

Orthogonal Defect Classification (ODC) 8.3% 
Root Cause Analysis (RCA) 25.0% 
Hewlett Packard Defect Classification Scheme (HP-DCS) 0.0% 
Classification of Usability Problems (CUP) 0.0% 
Usability Problem Taxonomy (UPT) 0.0% 
Usability Action Framework (UAF) 16.7% 
Other 8.3% 

6.5.2 Reliability Analysis 

To measure the reliability of evaluators’ agreement to classify usability defect reports using our revised 

usability problem taxonomy, we used Fleiss’ kappa as reference [105]. The Fleiss’ kappa is an 

extension of Cohen’s kappa to measure inter-rater agreement between three or more evaluators. We 

used the Real Statistics Data Analysis Tool3 installed in an Excel spreadsheet to calculate the Fleiss’ 

kappa values.  

For the classification of the defect category component, kappa was computed at the primary 

category level only. Since the number of observations within each primary category was varied, 

analysis at the subcategory level would have invalidated the kappa values. The Fleiss’ kappa results for 

each OSUDC component are reported in Table 6.8. According to [106], Cohen suggested the Kappa 

result could be interpreted as follows: values <= 0 indicating no agreement and 0.01-0.20 as none to 

slight, 0.21-0.40 as fair, 0.41 – 0.60 as moderate, 0.61-0.80 as substantial, and 0.81 – 1.00 as almost 

perfect agreement.  

As we can see in Table 6.8, the evaluators’ agreement for the defect category component is the 

highest, and it is the lowest for the failure qualifier component. Possibly, too many values defined for 

failure qualifier and task difficulty have influenced our results, as addressed in [102]. Since we only 

measured the agreement of defect types at the primary category, which has only three possible nominal 

values (interface, interaction, and both), it is much easier for the evaluators to understand and learn the 

defect types component rather than the eight and seven nominal values of the task difficulty and failure 

qualifier, respectively. 

To assess the level of agreement between evaluators classifying defect types at the subcategory level, 
percent agreement was used instead of kappa statistics. The percent agreement for each usability defect 
report studied was computed using cell matrix computation [107]. As shown in  

                                                             
3 http://www.real-statistics.com/reliability/fleiss-kappa/ 
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Table 6.9, the twelve evaluators were labeled with E1 until E12, and the six usability defect 

subcategories were labeled as G - GUI structure and aesthetics, I – information presentation, A – 

audibleness, M – manipulation, T – task execution, and F- functionality. The cells in the matrix is set to 

1 if the evaluator assesses the usability defect is belongs to that particular defect types; otherwise it is 

set to 0. Then, the percent agreement for each usability defect report was computed by calculating the 

percentage agreement for each row and average the rows. In Table 6.9, it can be seen 7 out of 10 

usability defect reports received high inter-rater reliability of more than 80%.  

Table 6.8. Reliability measures for 12 raters in open source usability problem taxonomy evaluation. 

Reliability measure Defect category User difficulty Failure qualifier 
Fleiss’ kappa 0.240 0.130 0.114 

 

Table 6.9. Percent agreement across twelve evaluators classifying defect types component. 

Report Defect 
subcategories 

Evaluators 
% 

Agreement 
E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12 

1 G 1 1 1 1 1 1 1 1 0 1 1 1 0.92 
I 0 0 0 0 0 0 0 0 1 0 0 0 0.92 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 1 0 0 0 0 0 0 0 1 0 0 0 0.83 
T 0 0 0 0 0 0 0 1 0 1 0 0 0.83 
F 0 0 0 0 0 0 0 0 0 0 0 0 1.00 

Inter-rater Reliability 0.92 
2 G 1 1 1 0 0 0 0 1 1 0 0 1 0.50 

I 0 0 0 0 1 0 0 0 0 1 1 0 0.75 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 0 0 0 1 0 1 0 0 0 1 1 1 0.58 
T 0 0 0 0 0 0 1 0 1 0 0 0 0.83 
F 0 0 0 0 0 0 0 0 0 0 0 0 1.00 

Inter-rater Reliability 0.78 
3 G 1 0 1 1 0 0 0 0 0 0 0 1 0.67 

I 0 0 0 0 1 1 1 1 1 1 0 0 0.50 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
T 0 1 0 0 0 1 1 0 0 0 0 0 0.75 
F 0 0 0 1 0 0 0 0 0 1 1 0 0.75 

Inter-rater Reliability 0.78 
4 G 0 0 0 0 0 1 0 0 1 0 0 1 0.75 

I 0 0 0 1 1 0 0 0 0 1 0 0 0.75 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 1 1 0 0 1 0 0 1 0 0 1 0 0.58 
T 0 0 1 1 0 0 1 0 1 0 0 0 0.67 
F 0 0 0 0 0 0 0 0 0 1 0 0 0.92 

Inter-rater Reliability 0.78 
5 G 1 1 1 1 0 0 1 1 1 1 0 1 0.75 

I 0 0 0 0 1 0 0 0 0 0 1 0 0.83 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 0 0 0 0 0 1 0 0 0 0 0 0 0.92 
T 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
F 0 0 0 0 0 0 0 0 0 0 0 0 1.00 

Inter-rater Reliability 0.92 
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Table 6.9. Percent agreement across twelve evaluators classifying defect types component (Continue) 

Report Defect 
subcategories 

Evaluators % 
Agreement E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12 

6 G 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
I 0 0 0 0 1 1 0 0 1 1 0 1 0.50 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
T 1 1 1 1 0 0 1 1 0 0 1 0 0.58 
F 0 0 0 0 0 0 0 0 0 0 0 0 0.92 

Inter-rater Reliability 0.83 
7 G 1 1 0 1 1 1 1 0 0 1 1 1 0.75 

I 0 0 0 0 0 0 0 1 1 0 0 0 0.83 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
T 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
F 0 0 0 0 0 1 0 0 0 0 0 0 0.92 

Inter-rater Reliability 0.92 
8 G 0 0 0 0 0 0 0 0 0 0 0 0 1.00 

I 0 0 1 0 1 1 1 0 1 1 0 0 0.50 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 0 0 0 0 1 0 0 0 0 0 0 0 0.92 
T 1 1 1 1 0 1 1 1 0 0 0 1 0.67 
F 0 0 0 0 0 0 0 0 0 0 1 0 0.92 

Inter-rater Reliability 0.84 
9 G 0 0 0 0 0 0 0 0 0 0 0 0 1.00 

I 0 0 0 1 1 0 0 0 0 1 0 0 0.75 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 0 0 0 0 0 0 1 0 0 0 0 0 0.92 
T 1 1 0 1 0 1 0 0 1 1 1 1 0.67 
F 0 0 1 0 0 0 0 1 0 0 0 0 0.67 

Inter-rater Reliability 0.84 
10 G 0 0 0 0 0 0 0 0 0 0 0 0 1.00 

I 0 0 0 0 1 0 0 0 0 1 0 0 0.83 
A 0 0 0 0 0 0 0 0 0 0 0 0 1.00 
M 0 1 0 1 0 0 0 1 0 0 1 1 0.58 
T 1 0 1 0 0 0 1 0 1 0 0 0 0.67 
F 0 0 0 0 0 1 0 0 0 1 0 0 0.83 

Inter-rater Reliability 0.82 
Notes: 
G – GUI structure and aesthetics, I – Information presentation, A – Audibleness, M – Manipulation, T – Task execution, F - 
Functionality 

According to [107],  percent agreement less than 61% can be seen as problematic, and many texts 

recommend 80% agreement as the minimum acceptable inter-rater agreement. Using this standard, we 

found that most evaluators were in disagreement when classifying usability defects into the task 

execution subcategory. Possibly, the ambiguity around definition and unclear separation of 

manipulation, task execution, and functionality subcategories caused them to struggle to classify a 

number of usability defects, as addressed by a few evaluators in post-questionnaires: 

 “I wasn't too sure about the distinction between Task Execution - Action and Functionality 

but it didn't come up in the evaluation.” 
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“Some of the items appear to overlap; 'Any difficulty encountered by the user when they 

interact with the application or while performing a task.' - The interaction with the 

application could be a mouse click. Why do we have both a generic 'difficulty' and a specific 

action?  The definitions could be clarified by exclusions: 'items like.. are listed under ...” 

“Some of the terms have to recheck the meaning and the taxonomy can be justified using more 

than one term.” 

Table 6.10. Kappa for the attributes of task difficulty and failure qualifier. 

OSUDC component Category Kappa 
Task difficulty Complexity 0.030 

Visibility 0.297 
Performance 0.109 
Accessibility 0.061 
Loss of data  -0.008 
Understandability 0.215 
None 0.003 
Other -0.017 

Failure qualifier Missing 0.144 
Wrong -0.016 
Incongruent mental model 0.020 
Irrelevant 0.050 
Overlooked 0.026 
Better way 0.307 
None 0.037 

 

As shown in Table 6.10, in ratings for the task difficulty and failure qualifier component, the 

agreement among evaluators is slightly poor. As can be seen, there is fair level of agreement for 

visibility, understandability, and better way category (κ > 0.3).  The non-significant result obtained for 

this classification is likely due to the nature of open source defect report descriptions that were vague, 

incomplete, and contained irrelevant information [12]. Some of our evaluators also addressed this 

concern: 

“The identification of human emotion was a bit hard and more clarity in this area would be 

helpful. E.g. how do you identify annoyance from simple text? Not all the statements have 

'emotion' words such as 'I find it a distraction' etc” 

“Some of the defects are rather 'vague' and it is not easy to fully classify them...” 

Another explanation on the low level of agreement in task difficulty component could be due to the 

limited choices of task difficulty values provided in our OSUDC taxonomy.  The introduction of these 

difficulties – complexity, visibility, performance, loss of data, and understandability is highly 
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influenced by our sampling approach: these difficulties could be varied between different usability 

defect context and the projects we studied.  

With regard to the failure qualifier component, the value “better way” was the most common value 

used by the evaluators. Unsurprisingly, given the nature of usability defects that constitute subjective 

users satisfactions and opinions, we observed many defect reporters preferred to use words or phrases 

such as “it’s nice to...”, “I would prefer...”, or “I suggest to...” to express their expectations. Obviously, 

this kind of phrase is much easier to classify as compared to other qualifiers that could be 

misinterpreted. For example, consider the snippet of Bug#70513 of Eclipse Platform below. If we read 

the first sentence, one may consider that the reporter found something went wrong when he closed the 

parent window. However, the following sentence shows that the action result is not wrong, but his 

concerns were that some people might find it useful if some other options were presented.  

“…… Seems like closing the parent window doesn't close the lightweight windows wrong 

opened by it. Maybe somebody finds that useful, but you have to put at least some kind of 

closing option to the lightweight window Better way” [Bug#70513 of Eclipse Platform] 

6.5.3 Feedback on Revised OSUDC  

This section presents and discusses the results from the post-evaluation questionnaire filled out by the 

evaluators at the end of the survey. The post-evaluation questionnaire had four questions consisting of 

one closed question and three open-ended questions.  

The closed question was measured on a 5-point Likert scale using the satisfaction-based statements 

as follows: 

• Learnability – the degree to which an evaluator is satisfied that the revised OSUDC is easy to 

be learned with no training or demonstration; 

• Easy to use – the degree to which an evaluator is satisfied that the revised OSUDC is simple, 

user friendly, and flexible to be used; 

• Completeness – the degree to which an evaluator is satisfied that the revised OSUDC contains 

all required categories and components to be able to classify usability defects; 

• Clarity – the degree to which an evaluator is satisfied that the definitions and examples of 

revised OSUDC are clearly written so that it is easily understandable; 
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• Practicality – the degree to which an evaluator is satisfied that the revised OSUDC is 

convenient to use;  

The responses are depicted in Figure 6.3. Based on the “Strongly satisfied” and “satisfied” rating, 

we see that more than 50% of the evaluators were satisfied with the revised OSUDC. One evaluator did 

not fully complete feedback on the revised OSUDC.  

 

Figure 6.3. Responses on the five satisfaction aspect.  

Among the five satisfaction aspects, only one evaluator was dissatisfied with the completeness of 

OSUDC, and two evaluators were dissatisfied on the clarity of OSUDC. These evaluators expressed 

their dissatisfaction comments in the accompanying open-ended questions.  Unfortunately, these 

comments were too vague for us to consider for future improvement. For example, the evaluator who 

was not satisfied with the completeness of OSUDC only stated the following comment: 

“It sometimes feels 'incomplete'...” 

Concerning the ease-to-use aspect, four evaluators rated neutral in satisfaction. Possibly, the use of 

Opinio tool as a medium of evaluation can have a negative effect on the evaluator’s experience. 

Switching back and forth between the Opinio tool and the OSUDC reference document can decrease 

the sense of annoyance because the numerous defect categories are unintuitive, making the 

understanding and selection of appropriate category can be difficult. If using a self-developed tool, a 

pop up window could be used to display the definitions and examples when a category is selected. This 
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could possibly increase the flexibility of using the OSUDC.  One evaluator addressed this concern as 

follows: 

“Rather than opening the guidelines in a different tab, it could list them at the side (and 

appear all the time) for ease of reference.” 

Overall, the evaluators’ feedback provides a positive indicator on the effectiveness of OSUDC in 

classifying usability defects and have important implications for further research. While the evaluators 

conveyed a great understanding on the OSUDC, we are uncertain if different types of users will have 

the same understanding. For example, this new classification would be useful for helping experienced 

evaluators analyzing usability defects but may not be helpful for less experienced evaluators, because 

the information required in this new classification may not be relevant to them. Thus, we may need a 

comparison study with a larger number of respondents so that we can confirm the effectiveness of 

OSUDC on all users. 

“Easy to understand the components and the descriptions.” 

“It uses normal terms and easy to understand” 

 “It has a wide range of classifications and the definitions of each classification are clear” 

“Differentiating between interface problem and interaction problem with interface is a 

good feature” 

“Seems to be complete.  I think it is beneficial to have single taxonomy for that captures 

usability defect, failure qualifier and user difficulty” 

6.6 Threats to Validity 

We have considered two types of possible threats that can affect the validity of our revised OSUDC, 

which we discuss below. 

6.6.1 External Validity 

One possible threat to the external validity of this evaluation survey is generalization of the findings. 

There are three factors to consider. First, the small number of participations in this survey did not 

represent the varying level of expertise of software development practitioners. We found that six out of 
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twelve evaluators are academic researchers with low familiarity of usability defects. Second, since our 

research design strategy included recruiting evaluators through researcher’s industrial contacts, there 

could have been evaluators who volunteered to take part in this survey with a specific purpose (e.g 

personal reasons), which may influence how they responded to the survey. Third, the evaluators have 

limited usability knowledge, as we found 11 out of 12 evaluators had not received any usability-related 

training. This might affect their understanding on some of the usability-technical terms used in the 

OSUDC definitions. However, the sample classification we provided in the reference document may 

have helped the evaluators to understand the classification process.  

Whilst these factors will inevitably result in selection bias, it is therefore difficult for us to argue 

that the results we obtained can be generalized to the wider population, especially in the context of 

OSS development.  

6.6.2 Internal Validity 

In our study we analyzed 377 usability defect reports from Bugzilla for Mozilla Thunderbird, Firefox 

for Android, and Eclipse Platform projects that were tagged with usability-related keywords. We did 

not consider defect reports that were not tagged with usability-related keywords although in our 

observation they were related to usability issues. We expect that our findings also apply to other OSS 

projects, even this limitation may not be fully representative of other OSS projects. However, the 

categories identified in OSUDC cover vast spectrum of categories from both usability (adaptation of 

UPT) and software (adaptation of ODC) engineering domains. We can hence expect that our findings 

are generalizable and reflective of the OSS projects.  

6.7 Discussion 

The level of agreement between the twelve evaluators was overall best for the defect types component, 

while agreement on task difficulty and failure qualifier component is slightly poor. We considered 

three possible factors that affected the non-significant results obtained for this evaluation process. First, 

as pointed out by Keenan’s [12], poor quality of defect descriptions could potentially affect 

classification results. From our observation of 377 usability defect reports being studied, most of these 

reports are composed of simple text. While [20], [29] suggested that a high quality defect report should 

contain long textual descriptions, our findings show that the median length of usability defect 
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descriptions studied only have 65 words. With regard to task difficulty, our results in Section 4.2.2.1 of 

Chapter 4 indicated that within the 65 words length of description, less than 30% of defect reports 

explained the impact of the problems on human emotion and task. Therefore, the lack of contextual 

information in the usability defect descriptions possibly makes it difficult for evaluators to interpret and 

classify task difficulty and failure qualifier components. 

The second factor that produces insignificant evaluation results was likely due to the absence of 

training and a demo prior to conducting the evaluation. Previous studies have demonstrated the 

necessity of initial training to increase user’s familiarity and understanding of certain tools, aspects, 

and concepts [12], [102], [62] We also acknowledge the need for brief training, especially for novice 

usability evaluators, to help them better identify and rate usability defects. However, training was 

intentionally not provided in the experimental design of this research. This is because we wanted to 

know if the material and documentation of the proposed taxonomy is complete and understandable to 

guide users in classifying usability defects without training. In our future work (discussed in Section 

8.4.2), we will ensure that the evaluators receive more training in the use of the OSUDC and we will be 

more selective in recruiting evaluators that have sufficient knowledge of the software, domain, and 

usability-related context.  

The third factor may be caused by the effect of novice usability evaluators. As described in Section 

6.5.1, almost all evaluators in this evaluation were novice usability evaluators. More than 90% of them 

never received any usability-related training, and less than 25% of them have used ODC, RCA and 

UAF. The lack of knowledge in usability/ HCI terms and concepts is one of the obstacles for the 

evaluators to produce more accurate analysis.  

The feedback we obtained from the post-questionnaires provides a good insight into the needs of 

non-technical users when analyzing and understanding usability defects. Especially in OSS projects 

development, where usability experts are not always available, the classification scheme to be 

introduced must be simple to cater the needs of open source communities that are not “usability-

savvy”. To address the abundance of technical words and make a clear OSUDC attribute definition, for 

example, we could supply some snippets from existing usability defect descriptions. In this way, we 

could minimize the risk of misunderstanding the OSUDC attributes that lead to incorrect classification. 

Furthermore, the results of our evaluation reveal potential deficiencies in the current open source defect 

report content as it relates to usability defects. For the purpose of practical usability defect reporting in 
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conjunction with the proposed OSUDC, we recommend four characteristics for capturing usability 

defects:  

1. State the type of usability problem encountered 

2. Justify the impact of the usability defects on user and task, possibly by relating to human 

emotion and software quality attributes. Perhaps the human emotions could use scale rating so 

that it could be objectively quantified. 

3. State how the problem is identified  

4. Use predefined attributes with accompanying open text; so that non-technical reporters can 

have ideas what information should be included, and further explanation can be supplied in 

open text input.  

Overall, we found that the majority of the evaluators considered our revised OSUDC as 

appropriate for OSS development. The classification components and categories in the revised OSUDC 

were also considered generally sufficient. Based on the evaluators’ feedback, we refined our revised 

OSUDC as summarized in Table 6.11. The modified version of the revised OSUDC was reflected in 

the proposed prototype discussed in Chapter 7. 

Table 6.11. Feedback on revised OSUDC and corresponding modifications. 

Feedback Modification to be carried out Response to Feedback 
Justify the taxonomy using 
more than one term 

No modification The comment is too general. The evaluator did not point out 
which component or term needed to be justified using 
multiple terms. We leave the OSUDC taxonomy as it is until 
the formal industry evaluation is conducted. 

Too many classification terms No modification We agree that the revised OSUDC contains a wide range of 
categories. Under each component there is a list of categories 
that represent situations that may occur. Such classifications 
would be useful for separating usability defects to one and 
only one category that will uniquely describe each defect. 
The use of simple categories will result in overlapping 
defects for different situations. 

Overlap definitions in for 
Interaction 

Refined definition One evaluator addressed that one value of the Failure 
Qualifier component “'Any difficulty encountered by the user 
when they interact with the application or while performing 
a task.' is overlapped. The phrases “interact with 
application” addresses a generic interaction context, while 
“performing a task” is specific action. We revised the 
definition as it appears in Table 6.1. 

Definitions of human emotion 
should be clarified in the 
context of defect reports that 
have simple text 

No modification We agree that human emotion is difficult to be identified 
from simple text. To address this concern, we plan to 
conduct a linguistic analysis to study how defect reporters 
describe their emotions when experiencing usability defects, 
similar to [39]. The findings can later be used to develop 
glossary of terms as a reference for defect reporters and 
software developers. 
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Table 6.12. Feedback on revised OSUDC and corresponding modifications. (Continue) 
 

Feedback Modification to be carried 
out 

Response to Feedback 

Separate the items ‘structure’ and 
‘aesthetics’? 

Change category name Suggested by one evaluator. The word “structure” to 
represent the interface design layout may cause confusion to 
people with limited usability or HCI background. We 
changed the “GUI structure and aesthetics” category to 
“Visualness” as it reflected in Figure 6.2 and Table 6.1. 

Unclear distinction between Task 
Execution – Action and 
Functionality 

Refined definition We revised the functionality definitions as shown in Table 
6.1. 

6.8 Summary 

This study presented an OSUDC to classify and analyze usability defects. In an absence of formal 

usability evaluation in OSS development and limited information available in usability defect 

descriptions, we revised the existing defect classification schemes to accommodate these limitations. 

We integrated the traditional UPT from usability engineering practices with the original ODC. In our 

revised OSUDC, we introduced cause-effect classification model that contains three main classification 

attributes, namely (1) usability defect categories, (2) failure qualifier, and (3) user difficulty.  

The revised OSUDC was evaluated through an online survey. Overall, we obtained good feedback 

on our revised OSUDC and we refined this based on the feedback. Although we received a small 

number of evaluators and the majority of them had very limited usability knowledge, their feedback 

was important for us to understand the needs of those people who are not “usability-technically” 

knowledgeable to classify usability defects. We found some categories and values of the revised 

OSUDC were unclear and overlap to our evaluators and so we refined the definitions of those 

categories to make it more understandable. Nevertheless, vagueness, incompletion, and lack of 

contextual information in the usability defect description are identified as reasons for evaluators being 

unable to use OSUDC effectively. We believe the new refined OSUDC can help software developers to 

better understand usability defects and prioritize them accordingly. For the researchers, the revised 

OSUDC will be helpful when investigating the trend of usability defect types and understanding the 

root cause of usability defect problems. However, further deployment and evaluation of the OSUDC by 

open source users is required to verify this.  

The revised OSUDC was used in designing our new usability defect report forms. We explained 

the utilization of this OSUDC in Chapter 7. 
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7 Improving Usability Defect Reporting in Open Source 
Project Development 

In common software development practice, software defects are normally reported, tracked, and 

managed using centralized defect tracking tools. While defect reporting tools are used to collect 

information from reporters, current defect report forms such as in Bugzilla are too simple to report all 

types of defects well, particularly usability defects. Moreover, the brief form does not help open source 

communities that have varying levels of technical knowledge to create informative usability defect 

reports, thus making it challenging to get an idea on what kind of information should be reported and 

what kind of information is important to software developers. This generic approach to capturing all 

information about the defects also limits the empirical research of defect data. Researchers are not able 

to process the data directly, as they have to extract and partition the information to be able to use it for 

further research. These limitations motivated us to find an answer for the fifth thesis research question 

“RQ5 - How can open source usability defects be most effectively reported?” 

Based on our review of the literature and analysis of different requirements gathered from our 

survey of practitioners and open source software defect repositories mining, we designed a guided 

defect report form for reporting usability defects. We tried to maximize the alignment between the 

information needed by the OSS developers and the information that could be provided by OSS users. 

We also aimed to assess the quality of usability defect descriptions generated using our proposed defect 

report form.  

7.1 Design 

The form was designed to be like existing open source defect reporting form structures. This was to 

both make the approach more feasible to adopt into practice but also to enable it to be built on top of 

existing defect reporting tools. Common open source defect repositories, such as Bugzilla typically use 

unstructured textual forms to report all software defects. As discussed previously, this kind of defect 

report form is not helpful for different types of users, with varying technical knowledge. Specifically, 

we are motivated by the knowledge that OSS software developers often receive incomplete and 

uninformative defect information to fix usability defects [12]. Based on the analysis of the findings 

from the three different studies discussed in Chapter 3 until Chapter 6, we argue it is essential to 
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anticipate usability and software engineering principles to optimize usability defect reporting 

processes.  

We used the Bugzilla defect report form layout as a point of reference, a well-known open source 

defect reporting tool. As far as possible, we tried to maintain our proposed usability defect forms as 

similar as the original Bugzilla defect form layout to maximize users’ familiarity while minimizing 

their confusion.  Our strategy for designing the usability defect report forms consisted of the following 

four criteria, based on the findings of the three studies that we have conducted earlier. Table 7.1 

summarizes the main findings that have been extracted as an input to the proposed defect report form.  

Table 7.1. Summary of the three studies translated into desirable features of our open source usability 
defect reports. 

Studies  Main findings  
Systematic Literature 
Review 

Problem description, severity, context, and redesign description were the four attributes most 
commonly used to describe usability defects 

Online survey • The desirable usability defect report form based on survey responses – simple, reasonable 
predefined values, and introduce usability keywords, options and descriptors 

• Reporters often provide actual output, expected output, and steps to reproduce when describing 
usability defects 

• Reporters ranked assumed cause as the most difficult information to provide. But this information 
was considered to be the most helpful information by software developers 

• The top five most important attributes used by software developers are assumed cause, screenshots, 
steps to reproduce, excepted output, and software context 

• Among the problems experienced, unclear assumed cause and insufficient information in steps to 
reproduce was the most commonly encountered. Other common problems include unclear software 
context and screenshots 

Software defect 
repositories mining 

Supplementary information could improve defect resolution time 

Mutually exclusive defect description – the attributes only capture one value. As shown in Figure 7.1 

and Figure 7.2, the existing Bugzilla defect report form used in the Mozilla and Eclipse projects is 

designed as unstructured textual forms. While Bugzilla supports custom fields to capture defect data 

that is unique to each project and organization, it still uses a plain textual defect description to collect 

information to reproduce the defect. The vague definition of this general description field in Eclipse, 

for example, is likely to cause the reporter to report mixed information. This is because the reporter 

may not have a sufficient appreciation of what is supposed to be written in the description field. They 

will write whatever comes to mind and in many cases the information reported is not important or 

useful to the software developer to use in order to correct the defects.  
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Figure 7.1. Bugzilla defect report form of the Mozilla project. 

 

 

 

 

 

 

 

 

 

 

Figure 7.2. Bugzilla defect report form of the Eclipse project. 
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To this end, including reusing existing defect attributes – software information (e.g., product, 

version, component), steps to reproduce, actual results, and expected results, we added new specific 

attributes to capture usability defect information: solution proposal, impact, failure qualifier, assumed 

cause, and usability defect category into the new usability defect report forms. For example, by 

introducing dedicated attributes to address problem impact, we can help software developers to 

understand and appreciate how users struggle with the usability issues.  

Contextualized attributes with multiple instances – a defect attribute is explained with multiple 

instances.  Single attributes in the existing Bugzilla defect report form are considered inadequate for 

reporting usability defects. For example, while defect report forms in the Mozilla project were 

explicitly defined as three separate attributes to capture steps to reproduce, actual results, and expected 

results, often the information that really needed to be reported was not explained clearly or even not 

reported at all. In fact, some reporters may think that their reports are well explained, but they may 

provide irrelevant or inadequate information.  

For this reason, we propose several usability defect attribute instances to assist reporters in 

supplying the most useful information in their usability defect reports. Even breaking up an attribute 

into multiple instances does not always provide a better user experience and produce high quality 

defect information, but this kind of form design may provide specific hints and examples about the 

information the user should enter. These attribute instances depend on the context of information to be 

described. For example, to explain the impact of the problem, we introduced three instances – How 

does this problem affect your task? Explain your challenges, and How annoying is this problem to you? 

Table 7.2 lists usability defect attributes and its corresponding instances. 

Guided wizard defect report form – this provides defect attributes relevant to the reporter’s 

information needs. From a technical user’s standpoint, plain forms are sufficient to report software 

defects as they know what to write and which information is necessary to report, but not for less 

technical users.  For an optimum usability defect reporting process, we considered a guided wizard 

form solution to guide novice reporters or less technical users through the reporting process, to hint at 

what is expected from them at each step, and to present relevant options. Since we introduced more 

usability attribute instances to collect important information, a plain form is not the best way to collect 

this kind of data. We designed our usability defect report form as follows: 
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Table 7.2. List of attributes used in new usability defect forms. 

Attribute Attribute instances Input types 

General descriptive information Summary / title  Free form text 
Usability defect type Predefined data 
Problem summary Free form text 
Steps to reproduce Free form text 

Actual results Observation results Free form text 
Support evidence Attachment 

Impact User difficulty type Predefined data 
User difficulty summary Free form text 
Annoyance level Predefined data 
Reproducibility  Predefined data 

Failure qualifier Failure qualifier Predefined data 
Expected results User expectation  Free form text 

Support evidence Attachment 
Solution proposal Solution proposal Free form text 

Solution attachment Attachment 
Software context  Product  Predefined data 

Component Predefined data 
Version Predefined data 
Operating system Auto-generated data 
Platform Auto-generated data 

• We broke up the attributes into smaller sections presented one at a time. We used form tabs 

with a random navigation approach to make it easy for reporters to navigate between data-

entry fields. As recommended in interaction design best practices, this approach makes 

providing input much more manageable, even though it is the same amount of information. 

This is a significant consideration to reduce the seeming complexity of reports by hiding long 

lists of attributes. However, there are some attributes that are set as mandatory fields (i.e., 

product, version, component) – these attributes must be filled out before navigating or 

submitting the form.  

• Typically, early data entered influences later data. We used hide/show logic at the attribute 

and page level, so that pages and attributes themselves may appear or disappear based on the 

choices the reporter makes. For example, choosing between interface and interaction defect 

will change defect category options. For these situations, wizard forms create the right pace by 

preventing unnecessary information and ensuring that the reporter is presented with a guided 

experience, rather than confusing attributes.  

• We set predefined values for certain attributes to keep the content clear and concise. In this 

way, we can avoid long defect descriptions with uninformative information. 
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• Provide specific hints about the information the reporter must enter. We used a question-based 

approach so that users have a better idea on what should be written in the textual form. For 

example, in explaining the problem, we listed a few questions such as “what you saw when 

you manipulated the object?”, “how well the user tasks are mapped to the system?”, or “how 

well the system assists task completion?”. 

• Defect attributes are different between software developers and users. Due to the limited 

technical knowledge of many reporters, we used different attributes for understanding the 

validity of the problem. While software developers were interested in knowing the technical 

causes of the problem, we believe it is impossible for less technical users to supply such 

information. Therefore, we used the failure qualifier attribute to know how users experienced 

a usability problem, and assumed cause attribute for software developers to point out 

programming code error or technical explanation. 

Objective assessment of user difficulty – to measure the ability of impaired tasks (users’ feelings 

and difficulty). An inspection of existing Bugzilla defect reports revealed its limitation for eliciting 

information about user difficulty, seeming to miss a coherent expression of users’ feelings and 

struggling to accomplish certain tasks. Moreover, the subjective nature of usability defects made some 

people think the issue was invalid. Reeder and Maxion [104] defined the user difficulty effect as ‘when 

the ability to achieved a goal is impaired’. We designed two user difficulty dimensions for instances 

when users are experiencing usability problems according to [104]. The subjectivity in determining 

user difficulty was measured by using scale rating and predefined value. 

• Dimension 1 – Human emotion. This dimension helps to assess the internal cognitive state 

such as confusion, frustration, annoyance, and uncertainty. We used a five rating scale to rate 

this dimension towards the usability problems, which are not addressed by existing defect 

report forms.  

• Dimension 2 – Task difficulty. This dimension determines the likely consequence of usability 

defects that caused each instance of difficulty. We used software quality metric attributes to 

denote the task difficulty options– complexity, understandability, visibility, performance, and 

accessibility. These attributes were extracted based on the most difficulties apparent in the 

open source usability defect reports (discussed in Chapter 4). However, reporters have the use 

of an “other” option if their difficulties do not match any of the options listed.  
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7.1.1 Usability Form Implementation 

The prototype of guided usability defect report forms was designed using Jotform4, an online 

application to create custom online forms using intuitive drag-and-drop user interface. We used form 

tab feature to group a set of usability defect attribute instances. The detail descriptions of the tab and 

associated attributes are described below. 

Reporter Identification: Similar to the Bugzilla defect report form, upon submission of a new defect 

report a reporter has to select their role. The selection of this role depends on whether the defect 

reporter finds the defects while using an OSS product, or when they contribute to OSS development.  

The selection of this role will determine the relevant defect attributes that will be prompted in the next 

display. 

Figure 7.3. Reporter identification. 

Software Information: The requested information about the open source software used will vary 

between software developer and user. In Figure 7.4, when a software developer reports a usability 

defect, the information about product, version, and component is compulsory to fill in. On the contrary, 

for a user, such component information is not compulsory (see Figure 7.5). The compulsory 

information is denoted by a red asterisk (*), and the defect reporter cannot go to the next page if this 

compulsory information is left blank.  

1. Product – The name of the OSS application. 

                                                             
4 https://www.jotform.com/form-templates/ 
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2. Version – The version of OSS application in which user discovered the usability problems. If 

user can reproduce the problem in more than one version, select the earliest. 

3. Component – The sub-part of the software in which the problem exists. 

 

Figure 7.4. Software information tab for software developer. 

 

 

Figure 7.5. Software information tab for user. 

1"

2"

3"
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Description: The reporter must describe the details of the problem to be reported. Rather than an 

unstructured text form as in traditional reporting tools, the information is captured in multiple attribute 

instances as listed below:  

4. Title – A headline summarizing the usability issues. As suggested in [39], the defect report 

title should consists of descriptions about (1) a software entity or an entity behavior, (2) a 

relevant quality attribute, (3) the problem, (4) the execution context, and (5) whether the 

report is a defect or feature request.  

5.  Usability defect main category – There are four options for specifying the usability defect 

types based on the revised OSUDC taxonomy. The selection of the main usability defect 

category will determine the associated usability defect subcategories that will be prompted in 

(6).  

6. Usability defect subcategories – The value of defect subcategories are dependent on the 

selection of the main usability defect category in (5). Upon selection of usability defect 

subcategories, examples of defects associated with the selected category will be listed.  If the 

experienced problem is not in the list, the defect reporter may choose “Other” option and 

describe in detail in the following text input (7). 

7. Explanation of the problem – A detailed explanation of the problem. 

8. Steps to reproduce – Step by step instructions to allow the usability defect to be reproduced on 

another machine. It is recommended that the instructions be explicitly given as a numbered 

sequence of instructions. 

9. Failure qualifier –There are six failure qualifier values to understand how usability defect 

reporters experienced the usability problems. Only one value can be selected at one time. 

10. Pop up callouts  - A hint on what kind of information should be supplied on the textual text 

input. The callouts will pop out when a cursor is moved to that particular text box. 
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Figure 7.6. Description tab. 

 
Figure 7.6. Description tab (cont). 

4"

5"

6"

7"

8"

9"

10"



 149 

Actual Results: Describe what currently happens when the usability defect is present.  

11. Actual results – Describe what was wrong, why is it wrong, or, if an error was thrown, what 

was the error. 

12. Task difficulty – The anticipated difficulties/ challenges the user encountered as a 

consequence of the problem. Additional information about how you did a workaround for the 

usability defect to continue using the software could be explained here. 

13. Mood indicator – A scale to rate the user’s annoyance when the problem happens.  

14. File attachment – Supplementary material such as image, audio, video, stack traces, or crash 

log that can help others to reproduce the problem. 

 
Figure 7.7. Actual results tab. 
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Expected Results: Describe what should happen if the defect was fixed. 

15. Expected results - What behavior you expected when the problem occurred, or what would 

you like to change the way the software works or to improve some other aspects.  

16. Solution proposal – A description of how to remedy the problem and justification of the 

redesign proposal. 

17.  File attachment – Supplementary material to support the idea of proposal such as photoshop 

sketches, ASCII art, screenshots, or code patch. 

 
Figure 7.8. Expected results tab. 
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7.1.2 Example of Usage 

We demonstrate our usability defect report form prototype, which captures usability issues related to 

visualness. We reproduced the Firefox for iOS#1145602 issue in Figure 7.9 on our iPhone and wrote 

the detailed defect descriptions based on our reproduction steps. 

Figure 7.9. Firefox for iOS Report#1145602 

This issue was found by OSS contributor, named jchaulk. Jchauk was not satisfied with the 

About:Home tabs in Firefox browser apps, in which he could not directly find the newly opened tabs. 

Since jchaulk did not contribute to the Firefox for iOS project, upon submission of a new usability 

issue, he selected the second option (see Figure 7.10). Then he filled up the product and version 

information in Software Information tab (see Figure 7.11). In the following Description tab, he wrote 

the report title and selected a relevant usability issue he had experienced (see Figure 7.12). In this case, 

the usability issue encountered by jchaulk is related to visualness – the difficulty to view newly opened 

tab on the user interface, in particular, the visibility behavior of the tabs was problematic. To support 

this issue, he explained his situation when he experienced the problem and supplied a step by step 

explanation of how to reproduce the problems. He also indicated that he raised this issue was because 

he felt that the new implemented tab feature was confusing (see Figure 7.12).  

In the Actual Results tab, he highlighted the software context in which the problem occurred, and 

explained the challenges and difficulties encountered by the problem. He also provided workaround 



 152 

solutions to overcome the problem. Then he indicated the annoyance level of the problem and attached 

the screenshots to support his explanations (see Figure 7.13).  

Lastly, in the Expected Result tab, jchaulk expressed his expectations on how the About:Home tab 

should behave instead. He also provided suggestions to improve the visibility of the newly open tabs 

(see Figure 7.14). 

 

 

 

 

 

Figure 7.10. Identification of reporter background to identify necessary information to be prompted. 

 

 

 

 

 

 

Figure 7.11. Software Information tab to collect details of the problematic application. 

 



 153 

 

Figure 7.12. Description tab to collect types of usability defects, detailed explanations, steps to 
reproduce, and failure qualifier. 
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Figure 7.13. Actual Results tab to collect actual output, task difficulty, emotions, and supplementary 
information to support justifications. 
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Figure 7.14. Expected Results tab to collect expectation behavior, solution proposals, and 
supplementary information to support solution proposals. 

 

7.2 Evaluation 

This section describes the study conducted in order to evaluate the quality of usability defect 

information collected using our proposed forms from the defect report reader’s perspective. We used 

an expert judgment approach to evaluate the presence of specific usability defect information. The 

form’s effectiveness in eliciting the usability defect information is beyond the scope of this research, 

and therefore the aspect of usability, ease of use, or other aspects of our proposed reports were not 

evaluated. This aspect will be evaluated in a follow-up experiment as discussed in Section 8.4.4. The 
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following subsections describe participant selection, problem selection, and protocol in conducting our 

evaluation.  

7.2.1 Hypotheses 

We hypothesized that the use of proposed usability defect report forms would increase the quality of 

the usability defect descriptions as rated by expert judges.  

7.2.2 Participation Selection 

In this study, three very experienced software development experts evaluated the information presented 

in the Bugzilla defect report form and the proposed form. The evaluators had significant levels of 

experience in industrial and academic development environments. In particular, all experts have more 

than 10 years of experience in software development industries. At the outset of the study, two 

evaluators had substantial experience with Bugzilla, and one had limited exposure to the Bugzilla 

defect reporting tool. Table 7.3 summarizes the participated expert details. 

Table 7.3. Experts who participated. 

Evaluator   Academic and Industrial Background 
Evaluator 1 (E1) He has been an academic for approximately 25 years and has worked in the IT industry as a 

programmer/ analyst and consultant.  His research expertise includes software tools and techniques, 
software architecture, model-driven software engineering, visual languages, software security 
engineering, service-based and component-based systems, and user interfaces.  

Evaluator 2 (E2) He is a senior IT professional with over 20 years experience. He specializes in software engineering 
with a special emphasis on component technology and user-centered approaches.  

Evaluator 3 (E3) He is an information technology expert with over 15 years of experience. He specializes in solution 
architecture, mobile technology, and analysis of large data sets. He has extensive experience on open 
source projects in relation to software testing, which will be very relevant to this study. 

7.2.3 Problem Selection 

We studied Firefox, Firefox for Android, and Eclipse Platform projects to understand the contextual 

content of usability defect reports and the findings were used to design our new usability defect report 

forms.  To explore the generalizability of our usability defect report design for other open source 

products, we decided to use the Firefox for iOS project. Firefox for iOS is a mobile web browser from 

Mozilla for the iPhone, iPad, and iPod touch.  

We selected ten usability defects from the Firefox for iOS project as case studies. These case 

studies were then used for our evaluation. The ten usability defects were chosen in the following way: 
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• The usability problems were selected randomly from the 861 New defects (as of 21st March 

2017). The decision to use defects with New status guaranteed that the defects had not been 

examined by the software developers, and we have the possibility of reproducing the defects 

and reporting them in our proposed form.  

• The defects are tagged with Bugzilla usability keywords - ue, uiwanted, useless-UI, ux-

affordance, ux-consistency, ux-control, ux-discovery, ux-efficiency, ux-error-prevention, ux-

error-recovery, ux-implementation, ux-interruption, ux-jargon, ux-minimalism, ux-mode-

error, ux-natural-mapping, ux-tone, ux-trust, ux-undo, ux-userfeedback, ux-visual-hierarchy. 

The rationale for using these developer-tagged keywords was to reduce selection bias, as the 

software developers already assessed the validity of the defects and accepted the need for 

fixing.  

• The defects are reproducible in our iOS mobile device. This is because we wanted to rewrite 

the usability defect descriptions using our defect report form and not bias them based on the 

original descriptions submitted by the reporters. 

7.2.4 Development of Case Studies 

We chose five usability defect reports from Firefox for iOS projects. We considered two approaches to 

select the report to reproduce: sampling randomly, or sampling only reports with GUI-related usability 

defects. We chose the latter, since our goal was to reproduce the issue and rewrite the usability defect 

descriptions, in which we found GUI-related usability defects are more objective and much easier to 

reproduce in our iPhone. We read the defect report, understanding the problem context, and reproduced 

the problem on our own until we found the reported problem. Then, we used our proposed usability 

defect report forms to write the usability defect descriptions. For the purpose of the evaluation, only 

plain text is displayed for both the original and reproduced defects according to the current Bugzilla 

defect report template. The questions prompted in our new forms were not made available on the 

reproduced defect reports. Figure 7.15 shows the five case studies we reproduced. 
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Bugzilla Report#1237631 
 
Report Title: 
Do not exit private mode on browser re-launch even if there are no private tabs to 
restore 
 
Description: 
I am not satisfied with the existing Private Tab browsing feature. Currently, Firefox 
browser only opens browser in normal mode, even though the last opened browser was in 
Private mode. 
 
Steps to Reproduce: 

1. Press on Firefox browser icon. 
2. Press the middle menu at the bottom of the Tab manager page – then press on 

New Private Tab. 
3. Repeat step 2 to open several private tabs.  
4. Press on the Tab button (tiny purple box) on the right side of the URL bar. 
5. Press the middle menu at the bottom of the Tab manager page – then press on 

Close All Tabs. 
6. Re-launch Firefox 

 
Actual Results: 
Firefox has opened in normal browsing. I am confused because normally I browse using 
Private mode. Even though this feature design is not affecting my task, it is actually 
affecting my browsing privacy. 
 
Expected Results: 
Firefox will open in private mode, similar to Safari browser. 
 
Bugzilla Report#1231815 
 
Report Title: 
Irrelevant steps to add new tab 
 
Description: 
I am not satisfied with the steps to open a new Tab. The current steps are irrelevant 
to speed up the process to add new Tab. 
 
Steps to Reproduce: 

1. Click on Firefox browser icon. 
2. Go to any webpage. For example open http://ebay.com.au 
3. When a webpage is open, open a new tab. Press the Tab button on the right side 

of the URL bar.  
4. Press the “+” button at the bottom of the Tab manager to add a new tab. On the 

newly open page, open a new page, for example – http://gumtree.com.au 
 
Actual Results: 
To open new tab, user requires two steps (step 3 and step 4 above). Even though this 
issue is not affecting my task, this is really annoying when I have to use only one 
hand to hold the phone and use several tabs to look for something.  
 
Expected Results: 
Long-press the tab button to add new Tab. Using long-press button could provide an 
easy way to interact with the web browser, especially when the user is moving. 
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Bugzilla Report#1145602 
 
Report Title: 
New About:Home tabs experience is confusing 
 
Description: 
I can’t directly find tabs that have been opened. The newly added tabs are represented 
as multiple blank/empty spots, which are hidden in multilayer page. User can create 
multiple new tabs without realizing they are doing so.  Intention to create a new tab 
isn’t clear.  
 
Steps to reproduce: 

1. Click on Firefox browser icon. 
2. Go to any webpage. For example open http://ebay.com.au 
3. Press the middle menu at the bottom of the Tab manager page – then press on 

New Tab 
 
Actual results: 
There is no obvious indicator that shows new tab is created. If you are notice 
carefully, only the number on the tab icon (square box on the right side of URL bar) 
is updated/ increased whenever you add a new tab. However, if you were not aware of 
the existing number of tabs open, you might not have known that a new tab had been 
added. It took me some time to figure out if new tabs were successfully added or not, 
and I did not know where to find the existing open tabs. The only way you can know if 
the tab was created is by pressing tab icon on the right side of the URL bar. The Tab 
Manager experience is really confusing.   
 
Expected results: 
There is an informative indicator other than the updated number of open tabs. At least 
a message to indicate that new tab is added.  
 
Bugzilla Report#1199983 
 
Report Title:  
Unable to scroll long page using scroll indicator 
 
Description:  
I have difficulty in manipulating object (scroll indicator) in the user interface. 
When I open a really large page, like a Wikipedia page, it appears that I can only 
scroll further down with the swipe gesture. The scroll indicator on the right page is 
not able to grab. 
 
Steps to reproduce: 

1. Go to Wikipedia page and search for information, which may have long 
information. 

2. Touch the screen. You will see the scroll indicator on the right side. 
3. Try to grab the scroll indicator and scroll down. 

 
Actual results: 
You are unable to scroll using the scroll indicator. Instead, you are scrolling using 
swipe gesture. It took so much time for me to scroll to the middle of the page. I 
spent literally 5 mins just with the swiping restore to get to the middle of the page, 
because it seems that I can’t grab the scroll indicator on the right and move it down 
with my finger to scroll faster like in other iOS apps. 
 
Expected results: 
The scroll indicator works as desktop webpage. User can grab the scroll indicator and 
fast scroll to the up/ bottom of the page. 
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Bugzilla Report#1146389 
 
Report Title: 
Unclear how to access Reader View 
 
Description: 
I have difficulty in finding out Reader view icon. The reader View icon is not 
persistently displayed when user scrolls down the page. In addition, the very small 
Reader view icon and its color are not intuitive for user to discover.  
 
Steps to reproduce: 

1. Click on Firefox browser icon. 
2. Go to google search and find some articles – for example search on “software 

engineering”. 
3. Select on one of the search results, and wait for the information page to be 

loaded.  
4. While the information is loading, scroll down the page. 
5. Observe the “Reader View” icon and try to access Reader View. 

 
Actual results: 
When the information is loading and I scroll down the page, I couldn’t find any sign 
to access Reader View. The “Reader View” icon is not immediately shown at the end of 
the URL bar and the icon is not discoverable when you scroll down the page. I have to 
scroll up to the very top of the page to find Reader View icon. This can be time 
consuming if I have a very long page. Furthermore, the “Reader View” icon is very 
small and the grey icon on the black background (in private browsing) is not 
discoverable enough. 
 
Expected results: 
The “Reader View” icon should be triggered while you are in any part of the page.  So 
that user can access Reader View icon instantly without scrolling up to the top of the 
page. 
 

Figure 7.15.  Five Firefox for iOS case studies that were reproduced from the original defect reports. 

7.2.5 Protocol 

In order to compare the quality of usability defect descriptions produced by current and proposed 

defect report forms, we reproduced a set of usability defects and rewrote the defect descriptions using 

our proposed form. For this purpose, we selected five usability defects (as described in section 7.2.4), 

reproduced the usability defects in her own iPhone device, and wrote the defect description using the 

proposed guided usability defect report form. Although both original and proposed defect report forms 

contain specific contextual information (i.e., status, people, tracking, software information), the defect 

descriptions given to evaluators contained minimal information. We only provided contextual 

information about reproduction steps, actual and expected results, and explanation of the usability 

defects. We limited the amount of detail provided to evaluators to ensure the evaluators were not 
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biased with a specific defect report format. The final copy of defect reports that were presented to the 

evaluators was modified to prevent the identification of specific formats.  

We used an independent judgment approach, in which the evaluators performed the evaluation at 

locations and time (s) of their choosing. Each evaluator was given the following material (also included 

in Appendix E). 

• Five original usability defect reports of Firefox for iOS product  

• Five usability defect reports of Firefox for iOS developed as case studies 

The evaluators were required to read ten defect reports (five original Firefox for iOS defect reports 

and five developed case studies) and evaluated the contextual information of each report on four 

aspects. For each aspect, we evaluated whether the report provided or failed to provide a description 

containing the aspect under consideration. Problems were evaluated in random order and it was not 

made known as to which report format was used to record the usability defects. The four aspects we 

used for the evaluation were adopted from [9], [63], and are described below: 

Informative – According to Capra’s guidelines [11], informative usability defect descriptions 

should describe the solution to the problem, the cause of the problem, and the usability issue involved 

in the problem. Describing this information has been suggested as important to better understand and 

fix the problem [11],[108]. This information should be supported with screen snapshots, pictures, video 

and audio, usability design principles and/ or previous research. 

Accuracy – Accuracy is measured in terms of how closely the problem can be reproduced by the 

evaluators. Good defect descriptions should consist of a clear set of instructions that other readers can 

use to reproduce the defect on their own machine.  

Claim and rationale - In the absence of usability specialists to observe and verify usability defects 

in open source projects, justification about why it was a problem [9] is very important to help software 

developers understand the nature of the problem. The claim about the problem should justify the failure 

qualifier criteria that violates user expectations, including missing, incongruent mental model, 

irrelevant, wrong, better way, and overlooked. When arguing for a particular claim, support for 

rationale and evidence is valuable in confirming the validity of the problems. 



 162 

Impact – The defect description should contain something valuable that highlights the priority of 

defects that need to be fixed. For this purpose, defect reports should describe the impact of the problem 

on business goals (i.e., costs, time loss), user task, and human emotion [4]. Impact on the user’s task 

explains about interruptions of task performance, unnecessary steps to workaround the problems, or the 

user struggling with task completion, while human emotion places emphasis on confusion, frustration, 

annoyance, and uncertainty [104].  

For each of these aspects, the evaluators were given eleven questions as listed in Table 7.4. Each 

evaluation aspect was given a score of 1 if the evaluators thought that the usability defect report 

“completely described”, 0.5 if the usability defect report “partially described”, and 0 if the usability 

defect report “do not describe” the evaluation aspects. The total quality score was calculated by 

summing up the scores, which ranged between 0 (low quality) and 11 (high quality).  

Table 7.4. List of questions in the survey evaluation. 

Aspect Questions Answer 
Informative 1. Does the defect report offer proposals for solutions? For example, the 

descriptions provide alternatives and tradeoffs, and supplied rationale for 
the recommendations [9]. 

2. Does the defect report describe the cause of the problem, including a 
justification of what posed a problem, including system components that 
are affected or involved? 

3. Does the defect report describe the main usability issue involved in the 
problem? For example, a description about what is wrong with the 
interaction architecture, interface and user task design.   

Yes/ No/ partially 

Accuracy 4. Has the defect report explained in detail step by step how to reproduce the 
problem, including user’s navigation flow through the system? 

5. Are you able to reproduce the problem on your own device and 
environment? 

6. Were the actual results you observed similar to the one in the defect 
description? 

Yes/ No/ partially 

Justified 7. Does the defect report offer a justification for why the reporter thinks that it 
was a problem? 

Yes/ No/ partially 

Impact 8. Does the defect report explicitly mention what poses a problem to the user? 
9. Does the defect report describe the impact of the problem on business 

effect, impact on the user’s task, and importance of the task? 
10. Does the defect report describe reporters’ emotion, feeling, or reactions 

with regards to the issues? 
11. Does the defect report mention how often the problem occurred or if other 

users experienced the same problem? 

Yes/ No/ partially 

7.2.6 Analysis 

We hypothesized that using our proposed usability defect report forms would increase the quality of 

the usability defect reports as rated by evaluators – in terms of capturing more information. To test this 

hypothesis, we conducted a two-way 3 (evaluator: evaluator 1, evaluator 2, and evaluator 3) x 2 (type 
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of report: original, and case study) mixed ANOVA with repeated measures on the type of report 

variable.  Additionally, we also measured inter-rater reliability among evaluators. We used SPSS 

(version 23) to conduct the repeated measures ANOVA analysis, and Microsoft Excel 2011 to calculate 

the Fleiss Kappa inter-rater reliability. 

7.3 Results 

7.3.1 Repeated Measures ANOVA 

Means are based on individual ratings given by each evaluator, rather than the sums of the three 

ratings. Evaluators are required to rate five original Firefox for iOS usability defect reports, and five 

Firefox for iOS usability defect reports that have been rewritten using the proposed content, called as 

case study.  

Prior to conducting repeated measures ANOVA, Mauchly’s sphericity test was conducted to 

measure the variances of the differences between all combinations of related groups. As shown in 

Table 7.5, the main effect of evaluator does not significantly violate the sphericity assumption because 

the significance value is greater than 0.05, W= 0.247, X2 (2) = 4.20, p > 0.05. Therefore, the F-value for 

the main effect of evaluator (and its interaction with the between-group variable defect type) does not 

need to be corrected for violations of sphericity. Since type of report has only two categories, no 

significance test is needed, W=1.   

Table 7.5. Mauchly's Test of Sphericitya 

Within Subjects Effect Mauchly's W Approx. Chi-Square df Sig. 

Epsilonb 

Greenhouse-
Geisser 

Huynh-
Feldt 

Lower-
bound 

Evaluator .247 4.201 2 .122 .570 .648 .500 
Report 1.000 .000 0 . 1.000 1.000 1.000 
Evaluator * Report .886 .364 2 .833 .897 1.000 .500 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is proportional 
to an identity matrix. 
a. Design: Intercept  
 Within Subjects Design: Evaluator + Report + Evaluator * Report 
b. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the Tests 
of Within-Subjects Effects table. 
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Table 7.6. Tests of Within-Subjects Effects. 

Source 

Type III 
Sum of 
Squares df 

Mean 
Square F Sig. 

Partial Eta 
Squared 

Evaluator Sphericity Assumed 40.617 2 20.308 14.272 .002 .781 

Greenhouse-Geisser 40.617 1.141 35.610 14.272 .014 .781 

Huynh-Feldt 40.617 1.295 31.364 14.272 .010 .781 

Lower-bound 40.617 1.000 40.617 14.272 .019 .781 
Error(Evaluator) Sphericity Assumed 11.383 8 1.423    

Greenhouse-Geisser 11.383 4.562 2.495    
Huynh-Feldt 11.383 5.180 2.198    
Lower-bound 11.383 4.000 2.846    

Report Sphericity Assumed 70.533 1 70.533 59.816 .002 .937 
Greenhouse-Geisser 70.533 1.000 70.533 59.816 .002 .937 
Huynh-Feldt 70.533 1.000 70.533 59.816 .002 .937 
Lower-bound 70.533 1.000 70.533 59.816 .002 .937 

Error(Report) Sphericity Assumed 4.717 4 1.179    
Greenhouse-Geisser 4.717 4.000 1.179    
Huynh-Feldt 4.717 4.000 1.179    
Lower-bound 4.717 4.000 1.179    

Evaluator * 
Report 

Sphericity Assumed 40.417 2 20.208 9.194 .008 .697 
Greenhouse-Geisser 40.417 1.795 22.520 9.194 .011 .697 
Huynh-Feldt 40.417 2.000 20.208 9.194 .008 .697 
Lower-bound 40.417 1.000 40.417 9.194 .039 .697 

Error(Evaluator*
Report) 

Sphericity Assumed 17.583 8 2.198    

Greenhouse-Geisser 17.583 7.179 2.449    

Huynh-Feldt 17.583 8.000 2.198    

Lower-bound 17.583 4.000 4.396    

 

Table 7.7. Post-hoc tests – Multiple comparisons for evaluator. 

(I) Evaluator (J) Evaluator Mean Difference (I-J) Std. Error Sig. 

95% Confidence Interval 

Lower Bound Upper Bound 
E1 E2 -1.4500 .66958 .122 -3.1733 .2733 

E3 -2.8500* .66958 .001 -4.5733 -1.1267 
E2 E1 1.4500 .66958 .122 -.2733 3.1733 

E3 -1.4000 .66958 .142 -3.1233 .3233 
E3 E1 2.8500* .66958 .001 1.1267 4.5733 

E2 1.4000 .66958 .142 -.3233 3.1233 
Based on observed means. 
 The error term is Mean Square(Error) = 2.242. 
*. The mean difference is significant at the 

As shown in Table 7.6, there was an evaluator main effect, F(2,5) = 14.27, p < 0.001, and a report 

type main effect, F(1,5) = 59.82, p<0.01, and there was also an evaluator � report type interaction, 

F(2,5) = 20.21, p < 0.01. For evaluator effects, the results suggested that if type of defect report is 

ignored, some evaluators still rated significantly differently to others.  

To find the nature of this effect, we performed post hoc tests. The multiple comparisons for the 

main effect of evaluator corrected using Bonferroni adjustments are shown in Table 7.7. As can be 
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seen, the significant main effect reflects a significant difference (p<0.01) between E1 and E3 (evaluator 

1 and evaluator 3) but not between E1 and E2 (evaluator 1 and evaluator 2) and E2 and E3 (evaluator 2 

and evaluator 3). This indicates that the quality scores given by E1 and E3 had an effect on ratings of 

both original and case study defect report quality.  

In terms of report type effects, the results suggested that if all other variables are ignored, case 

study defect report quality ratings were significantly different as compared to the original defect report. 

As depicted in Figure 7.16, quality of case study defect reports is rated higher than original defect 

report, regardless of who the evaluators are. Also, as we can see, the relationship between mean quality 

scores and evaluator is different for original and case study defect reports. For original defect reports, 

mean quality scores increase from evaluator 1 to evaluator 3. While the original defect reports show a 

slightly large variation in mean quality scores for different evaluators, case study defect reports had 

much less variation. However, mean quality scores rated by evaluator 3 is higher for both original and 

case study defect reports. For case study defect reports, mean quality scores increased from evaluator 1 

to evaluator 2, and decreased from evaluator 2 to evaluator 3. Overall, the mean quality scores for the 

case study defect reports, M = 8.77, SD = 1.58, were significantly higher than for the original defect 

reports, M= 5.70, SD = 2.67, which supported our hypothesis.  

In summary, even though the quality of usability defect descriptions is significantly influenced by 

evaluator effect, overall assessment showed that usability defect descriptions written using our 

proposed forms can capture more information than the usability defect descriptions in the three OSS 

projects studied. 

 
Figure 7.16. Mean usability defect report quality scores as rated by three evaluators. 
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7.3.2 Reliability Analysis 

Based on the previous analysis, since the evaluator has statistically proven to have significant effect on 

the scores of usability defect report quality, we further investigated the level of agreement among the 

three evaluators. This is because of the diverse experience among evaluators and the different 

interpretation of usability defect report content could affect the confidence of the study results [107]. In 

this study, we used percent agreement to measure the degree of agreement among evaluators, which is 

called inter-rater reliability.  

Table 7.8 summarizes the inter-rater reliability results. For each usability defect report, we 

measured the percent agreement of each evaluation aspect (Q1 – Q11). We calculated the percent 

agreement for each column and calculated averages of the rows. To understand this procedure, consider 

Report 1 in Table 7.7. Since in this analysis we only have three evaluators and the scores are limited to 

three values, to obtain percent agreement we only need to count the number of evaluators that have the 

same score and divide by the number of evaluators. For Report 1, as an example, the three evaluators 

scored 0.5 for Q1 and therefore, the percent agreement was computed as 3 divided by 3, which is 1.00 

– perfect agreement. For Q5, two evaluators scored 1, and this given the percent agreement of 0.67 for 

Q2 (2 divided by 3). The inter-rater reliability for Report 1 was computed by summing up the percent 

agreement of Q1 until Q11 and divided by the number of questions, which is 11. This resulted in an 

inter-rater reliability of Report 1 of 0.79. 

In Table 7.8, it can be seen that, on average, the agreement of case study usability defect report 

score is higher than the original usability defect report. The highest agreement was observed in case 

study usability defect Report#2 and Report#9, which exhibits overall inter-rater reliability of 88% each, 

and the lowest inter-rater reliability of 48% for Report#6. The case study agreement, which is more 

than 80%, means that only about 20% of the scores rated by the evaluators were erroneous because 

only one of the evaluators can be corrected when there is disagreement. On the contrary, about 20%-

50% of the scores in original defect reports disagreed.   

The highest agreement of evaluation aspects was observed in Q6. Two and four of original and 

case study usability defect reports, respectively had inter-rater reliability of 100%. Interestingly, the 

three evaluators were in perfect agreement, inter-rater reliability of 100% when scoring Q8 – 
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justification of impact in the five-case study usability defect reports. The percent agreement statistics 

can also be of benefit in identifying evaluation aspects (Q1 – Q11) that may be problematic. 

Note that Table 7.9 shows that the three evaluators were most in disagreement when scoring Q2 

and Q7.  The evaluators achieved 0% agreement for Q2 and Q7 in three out of the five original 

usability defect reports. These evaluation aspects that are related to justification of cause of the 

problems and failure qualifier may warrant scrutiny to identify the cause of such low agreement in its 

scoring.  

Table 7.8. Percent agreement across three evaluators evaluated the quality of usability defect reports. 

Report Evaluators 
Evaluation Aspects 

IRR 
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 

O
rig

in
al

 

1 E1 0.5 1 1 0.5 0 0 0 0.5 0 0.5 0 
0.79 

E2 0.5 1 1 0.5 1 0.5 0 1 0.5 0.5 0 
E3 0.5 1 1 1 1 0.5 1 1 0 1 0 
% Agreement  1.00 1.00 1.00 0.67 0.67 0.67 0.67 0.67 0.67 0.67 1.00  

4 E1 0.5 0 1 0.5 0 0 0 0.5 0 0 0.5 
0.55 

E2 0.5 0.5 1 0.5 0 0 0.5 1 0.5 0 0 
E3 1 1 1 1 1 1 1 1 0 0 1 
% Agreement  0.67 0.00 1.00 0.67 0.67 0.67 0.00 0.67 0.67 1.00 0.00 

6 E1 0 0 0 1 0 0 0 0 0 0 0 
0.48 

E2 0.5 0.5 0.5 1 0 0.5 0.5 0.5 0.5 0.5 0 
E3 1 1 1 1 0 0 1 0.5 0 0 1 
% Agreement  0.00 0.00 0.00 1.00 1.00 0.67 0.00 0.67 0.67 0.67 0.67 

8 E1 0.5 0.5 0.5 0.5 0.5 1 0 0 0 0 0 
0.61 

E2 0.5 0.5 0.5 1 0.5 0.5 0.5 0.5 0 0 0 
E3 0.5 1 1 1 1 1 1 1 0 0.5 1 
% Agreement  1.00 0.67 0.67 0.67 0.67 0.67 0.00 0.00 1.00 0.67 0.67 

10 E1 0 0 0.5 0.5 1 1 0.5 0.5 0 0 0 
0.55 

E2 1 0.5 1 0.5 0.5 0.5 0.5 1 0.5 0 0 
E3 1 1 1 1 1 1 1 1 1 1 1 
% Agreement  0.67 0.00 0.67 0.67 0.67 0.67 0.67 0.67 0.00 0.67 0.67 

C
as

e 
St

ud
y 

2 E1 0.5 1 1 1 1 1 1 1 0.5 1 0 
0.88 

E2 0.5 0.5 1 1 1 1 1 1 1 1 0 
E3 1 1 1 1 1 1 1 1 0.5 1 0.5 
% Agreement  0.67 0.67 1.00 1.00 1.00 1.00 1.00 1.00 0.67 1.00 0.67  

3 E1 1 0.5 1 0.5 1 1 0.5 1 0 0.5 0 
0.73 

E2 1 0.5 1 1 1 1 1 1 1 1 0 
E3 1 1 1 0.5 0 0 0 1 0 1 0 
% Agreement  1.00 0.67 1.00 0.67 0.67 0.67 0.00 1.00 0.67 0.67 1.00  

5 E1 1 1 1 1 1 1 1 1 0 0.5 1 
0.73 

E2 1 0.5 1 1 1 1 0.5 1 0.5 1 0.5 
E3 1 1 1 1 0 0 1 1 0 0 1 
% Agreement  1.00 0.67 1.00 1.00 0.67 0.67 0.67 1.00 0.67 0.00 0.67  

7 E1 0 1 1 1 0 0 0.5 1 0 1 1 
0.70 

E2 1 0.5 1 1 1 1 1 1 0.5 0 0.5 
E3 1 1 1 1 1 1 1 1 1 1 1 
% Agreement  0.67 0.67 1.00 1.00 0.67 0.67 0.67 1.00 0.00 0.67 0.67 

9 E1 1 0.5 1 1 1 1 1 1 1 1 1 
0.88 

E2 1 0.5 1 1 1 1 1 1 1 1 0.5 
E3 1 1 0 1 1 1 1 1 0.5 1 1 
% Agreement  1.00 0.67 0.67 1.00 1.00 1.00 1.00 1.00 0.67 1.00 0.67 

 * IRR – Inter Rater Reliability  
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Table 7.9. Number of scores that disagree with the majority of evaluators’ scores 

Is an evaluator an Outlier? Report 1 Report 2 Report 3 Report 4 Report 5 
E1 E2 E3 E1 E2 E3 E1 E2 E3 E1 E2 E3 E1 E2 E3 

#of unlike responses: 3 1 3 0 2 2 1 2 3 1 1 4 0 4 2 

 

Table 7.9.  Number of scores that disagree with the majority of evaluators’ scores (Continue) 

Is an evaluator an Outlier? Report 6 Report 7 Report 8 Report 9 Report 10 
E1 E2 E3 E1 E2 E3 E1 E2 E3 E1 E2 E3 E1 E2 E3 

#of unlike responses: 1 3 1 4 3 0 1 1 5 0 1 3 3 2 4 

As the post-hoc test in section 7.3.1 revealed, evaluator E1 and E3 had a significant effect on the 

quality scores. As Table 7.9 shows, E1 and E3 had an excessive number of outlier scores, in which they 

frequently gave scores different from the other evaluators. For example, E3 disagreed with the other 

two evaluators’ scores five times when assessing Report#8.  

In summary, the high level of agreement between evaluators who assessed the case study usability 

defect descriptions suggests that our proposed usability defect report forms is able to improve the 

clarity of contextual information. The low level agreement for original usability defect descriptions is 

an indicator that the defect information presented in the current open source usability defect reports is 

unclear, which leads to different interpretation and assessment between evaluators.  

7.4 Threats to Validity 

7.4.1 External Validity 

One possible threat to the external validity is regarding the choice of evaluators and number of 

evaluators that can affect the outcome of the evaluation. Previous studies have reported that evaluators’ 

background can play a significant roles on the outcome of software testing [14], [87], and we have seen 

this potentially affect the quality of the assessment defect report as well.  We plan to conduct different 

evaluation methods in future to test the outcome of this study. For example, we plan to replicate the 

study conducted by Capra [63] with different settings. 

7.4.2 Internal Validity 

Subject selection bias represents one possible threat to internal validity. In our evaluation, we only used 

ten Firefox for iOS usability defect reports. OSS projects may have different report content and 
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structure, and the same evaluations on different OSS projects may yield different results.  Additionally, 

the evaluation was performed on a smaller number of case studies (5 self-constructed case studies 

described in Chapter 7.2.4), which further reduce the generality of our results.  

7.4.3 Construct Validity 

For the evaluation of our proposed usability defect reporting forms, we developed the instruments 

ourselves. We have rewritten the original five usability defect descriptions using our proposed forms as 

case study defect reports. One possible threat might be the reliability of the evaluation. However, 

instead of copying the original information and adding dummy information to the new form, we 

reproduced the defects on our machine and wrote the usability defect description using our own 

experience and interpretation. This reproduction process may affect the amount of information reported 

as specific information was requested. The original defect reports were used as the guidelines to 

reproduce the problems. Hence, we consider the instruments as a reliable instrument for evaluating the 

quality of information between original and case study defect reports.  

Furthermore, the appropriateness of the assessment metrics used to rate the quality of information 

threatens the construct validity. To mitigate this threat, we adopted Capra’s well-accepted guidelines 

[11] as grounds for quality assessment metrics used for evaluation.  

7.5 Discussion 

The results from ANOVA statistics and reliability analysis supported our hypothesis. The expert 

judgment approach (discussed in Section 7.3.1 and 7.3.2) has demonstrated an improvement in the 

quality of information when usability defects are reported using the proposed usability defect report 

forms. There are two benefits that we identified from the proposed form. As shown in Figure 7.17, 

usability defect descriptions rewritten using our forms received full score (score =1) for Q8 – user 

difficulty. Other attributes, such as Q3 - description of usability issues, Q4 - steps to reproduce, Q5 - 

reproducibility, Q6 actual output, Q7 - failure qualifier, and Q10 – human emotions were also received 

high scores than those original usability defect reports written on generic report templates. This finding 

shows that by separating attributes into multiple instances, giving hints and examples could provide 

competence assistance for non-technical reporters to construct more meaningful usability defect 

descriptions.  
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From a defect report readers’ perspective, the structured contextualized attributes help software 

developers, for example, to easily identify the presence of key defect information. From Figure 7.17 

below, the high scores given for each evaluation criteria of case study defect reports suggested that the 

key information could be easily identified when a defect is described in a contextualized context. This 

is necessarily important in OSS development, where most software developers are “non usability-

savvy” and work for limited time to read concise defect description in order to understand the usability 

issues so that they can directly point the solution to fix the issues. 

Figure 7.17. Case study defect reports content evaluation scores. On average, the three evaluators in 
agreement on the presence of Q2 – assumed cause, Q4 – steps to reproduce, Q7 – failure qualifier, and 

Q8 – user difficulty 

Through our analysis, we also observed that Q2- assumed cause and Q7 – failure qualifier was 

difficult to identify in usability defect descriptions and received different interpretation between 

evaluators. As we discussed in Chapter 4, the cause of the problem is rarely found in the usability 

defect descriptions. Indeed, information such as stack traces, UI event traces, and error logs, which are 

useful for software developers to identify the root cause of the problem, are the most difficult type of 

information to be provided by non-technical reporters.  

Many other works have been devoted to capture stack traces, UI event traces, error logs, and 

monitoring user interactions [90], [91], [109]–[112], [110]–[112], but most of them are complicated for 

non-technical reporters. Furthermore, given the nature of the OSS projects, where users are involved on 

!

!

Evaluator)1)
Evaluator)2)
Evaluator)3)
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a voluntary basis, it would be tedious and time-consuming to manually collect this kind of information. 

As a solution to this, when designing new defect report forms, attributes that are related to Q2 and Q7 

might need to be rephrased or redefined to include other ways of capturing and presenting this 

information.  

In relation to Q7, however, in the five-case study usability defect reports that we developed for 

evaluation purposes, we demonstrated the presence of Q7 – failure qualifier using plain text, instead of 

using the predefined values (missing, wrong, incongruent mental model, irrelevant, better way, and 

overlooked) as suggested in our prototype design. Therefore, we could not justify if the predefined 

values that we suggested in the new usability defect report forms could help the reporters to describe 

the failure qualifier that triggered them to report the usability defects. Future evaluation on reporting 

usability defects using our forms could provide suggestions on a suitable input format to capture this 

information. This is because the correct choice of input format could help to narrow down the 

information needed by software developers. In some cases, using plain text to express a reporter's 

feelings and difficulties on usability issues may not be convincing. As such, using a rating scale to rate 

a user’s difficulties, feelings, and emotions, for example, could be more objective for software 

developers to assess the priority/ severity of the problem to be fixed. Nevertheless, the use of plain text 

input cannot be disregarded – especially in allowing reporters to write their concerns about usability, 

which may not be relevant from a software developer perspective, but can be useful resources for 

future references. 

The results of this research also suggest that the interpretation of usability defect descriptions is 

subject to an evaluator effect, similar to other research investigating evaluator effect when finding 

software defects [48], [87], [113]. There are two explanations regarding the evaluator effect in 

assessing usability defect report quality. First, as different evaluators may understand the problems 

from different perspectives, the assessment scores tend to vary. If evaluators were more reliable, 

involving more evaluators would not result in a substantial difference of defect report quality scores 

because the evaluators would rate roughly the same scores.  

Secondly, the evaluators’ personal experiences and their familiarity with the system under test may 

introduce subjective interpretation [113]. This is because even though the evaluators read the same 

usability defect descriptions and used the same assessment guidelines, the quality scores were still 

significantly different. Consider Report#1144758 used in our evaluation study (see Figure 7.18). For 
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this quality assessment, E1 had score of 1, while E2 and E3 had 5 and 6.5 scores, respectively. The 

obvious difference was observed in rating the three aspects Q1- solution proposal, Q2 – assumed 

cause, and Q3 – description of usability issues. While E1 considered Report#1144758 did not contain 

this information, E2 and E3 agreed that this information is present although the level of detail of this 

information is variedly rated by E2 and E3. Research on evaluator effects could be extended to 

understand specific skills, competencies, and abilities of reporters to write a good usability defect 

description. 

 
Bugzilla Defect#1144758 
 
Report Title: 
Setting icon not easily discoverable 
 
Description: 
Settings icon is not easily discoverable since it is ‘buried’ down a level in the 
Tabs screen. 
 
Steps to Reproduce: 

1. Press on Firefox browser icon. 
2. Find Setting icon in the About: Home page. 
3. Press the middle menu at the bottom of the Tab manager page. 
4. Find Setting icon. 

 
Actual Results: 
The Setting icon cannot be found on the About: Home page. The Setting icon is 
exist in the Tabs screen and user have to swipe to the next screen. In this case, 
I have to perform unnecessary steps to find the icon, and it is wasting my time. 
 
Expected Results: 
The Setting icon should be easily discoverable without too many steps to find the 
icon. 
 

Figure 7.18. Report#1144758 of Firefox for iOS 

7.6 Summary 

Through a series of studies, we have investigated challenges and limitations experienced by reporters 

in reporting usability defects (Chapter 1), information needs by software developers when fixing 

usability defects (Chapter 4), and factors influencing usability defect reporting (Chapter 5). Results 

from these studies were extracted as desirable features of new open source usability defect report forms 

to facilitate open source communities, especially non-technical reporters to identify, understand, and 

report usability defects. We then evaluated the proposed usability effect report forms in the context of 

quality of information using an expert judgment approach. The results from the evaluation suggest that 
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by using multiple attribute instances to capture only one value per attribute could improve the quality 

of information presented in the usability defect descriptions.  

This research represents a first step in investigating a guided wizard reporting form approach for 

better capturing usability defect descriptions. Further research is necessary to understand if such guided 

forms could benefit experienced reporters as well as novice reporters, in terms of ease of use, and the 

nature of the problems reported. Additionally, further research is also necessary to understand if the 

information captured is in accordance to the information needs of software developers and whether the 

information is useful for software developers in prioritizing and fixing usability defects.   
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8 Conclusions 

This chapter concludes this thesis by presenting a summary of the work carried out answering the 

thesis key research questions. It discusses the contributions of this research in the context of academic 

and industrial practice, reports the lessons that we have learned from our experience, and addresses 

some general limitations in the design of the usability defect classification taxonomy and new usability 

defect report form. The chapter ends with discussing directions for possible future work. 

8.1 Research Summary and Contributions 

A goal of this thesis was to develop a structured usability defect report form by introducing a set of 

attributes adapted from usability engineering studies, so that it can assist open source communities with 

limited usability knowledge to better report meaningful usability defect descriptions. The research also 

addressed the challenges identified in Section 1.2 about the inappropriateness of current defect report 

forms to report usability defects, and the insufficient attributes and terminology to describe usability 

defects.   

The research was carried out in three stages. The first was a review of the literature on usability 

defect reporting. Secondly, surveys of software development practitioners and software defect 

repositories mining were conducted, which identified the desirable features to the new usability defect 

report forms. Finally, a new usability defect taxonomy and new usability defect report forms were 

designed and evaluated. A summary of the research, key findings and contributions found at each stage 

has been provided in the following sections. 

8.1.1 A Review of Usability Defect Reporting 

The aim of the literature review was to understand the state of the art in usability defect reporting from 

both software engineering and usability engineering studies. The review consisted of three parts. The 

first part reviewed the mechanisms to track and manage usability defects, format and content, and 

guidelines to assist usability defect reporting process. The second part investigated the use of usability 

defect data for improving software defect quality and management. The third part analyzed challenges 

in existing usability defect reporting processes and tools.  
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In managing usability defects, we identified three types of mechanisms used to report these 

defects, namely tool-based reporting, end-user reporting, and modeling-based reporting. Tool-based 

reporting is the most widely stated mechanism in the literatures due to its features that can facilitate 

data collection and process feedback instantly. Typically, usability defect reports are presented in 

written documents with a wide variety of attributes. Among the thirteen written document formats we 

identified, structured web-based forms are the most discussed type of defect report format in the 

literature. However, reporting a usability defect using this format can be impacted by information 

overload, lack of checking of input, and bias due to form content. Conventional reports, on the other 

hand, offer richer data but often provide heavy-weight documentation. Regardless of the format used, 

the problem description, severity, context, and redesign description were the top four attributes 

commonly used to describe usability defects. While a few guidelines were available to assist reporters 

to better describe usability defects, Capra’s guideline is the most common guideline used by 

researchers to write usability defect descriptions and to measure usability defect report quality. 

In previous empirical studies, many have shown significant interest in using data from defect 

reports to improve software quality. Based on the commonalities of these studies, we identified five 

areas that studied usability defect data: (1) measuring usability defect report quality, (2) understanding 

usability defect characteristics, (3) identifying duplicate usability defect report, (4) estimating effort, 

and (5) discussing usability defect resolution. The most commonly used defect attributes across these 

research areas were problem description, impact, and title/ summary. Attributes rarely used were type 

of defect, likely difficulty, confidence, priority, software context, reporter, violated heuristic, business 

goals, assignee, milestone, time to fix, and defect fixes. Research on classification and defect 

duplication favourably used title/summary and description, while research on defect report quality 

often used observable user actions, impact, cause of the problem, and supplementary information. 

The literature review also revealed some challenges in reporting usability defects. Most of the 

challenges were due to limited support of current defect reporting tools to report, track, and manage 

usability defects. A generic defect report form, on the other hand, caused confusion to some defect 

reporters in reporting the information needed by the software developers. In fact, the differences 

between defect reporter and software developer points of view have resulted in information mismatch 

and impacted the prioritization of usability defect severity.  Other challenges were related to limited 

skill and experience of reporters in completely describing usability defects, inappropriate testing 
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techniques to collect necessary usability defect information, and lack of specific guidelines to define 

specific information that should be reported.  

This SLR study contributes in two ways. First, it highlights current practices, key open issues and 

limitations with respect to usability defect reporting and serves as a guide to future research. Second, 

evidence from the review helps open source communities to understand which information is important 

when describing usability defects. 

The detailed findings of this SLR - “Reporting Usability Defects: A Systematic Literature 

Review,” have been published in IEEE Transactions of Software Engineering [114]. 

8.1.2 Development of New Usability Defect Report Forms 

The development of new usability defect report forms was divided into two steps. Step one focused on 

collecting desirable features of the usability defect forms through web surveys and software defect 

repositories mining. Step two involved the development of open source usability defect classification 

taxonomy adapted from UPT. The following subsections summarize the approach taken during each 

step, present the findings, and outline their contributions.  

8.1.2.1 Collecting Inputs for Designing New Usability Defect Report Forms 

To assist in developing new usability defect report forms, two studies were conducted. In the first 

study, we surveyed software development practitioners in both open source communities and industrial 

software organizations. The aim of the survey was twofold. First, the survey was conducted to identify 

information frequently supplied by defect reporters to report usability defects, and information needed 

by defect reporters to fix usability defects.  

Our analysis of 147 responses showed a substantial gap between the information provided by 

defect reporters and the information needed by software developers to fix usability defects. When 

describing usability defects, defect reporters often supplied actual output, expected output, and steps to 

reproduce, while usability-related information such as violated heuristics, design principles, and impact 

were rarely provided. While software developers considered cause of the problem as the most helpful 

information for them to fix usability defects, defect reporters ranked cause of the problem as the most 
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difficult information to provide followed by usability principle, video recording, UI event trace, and 

title.  

Secondly, the survey also investigated the five factors that we speculated have influence on the 

quality of usability defect reports – the role of the reports, reporters’ knowledge and experience, defect 

discovery methods, and usefulness of automation tools. We found usability defects reported by 

customers typically got reviewed and fixed faster. The detailed findings of this survey were published 

in three separate papers: 

• “Reporting Usability Defects: Limitations of Open Source Defect Repositories and 

Suggestions for Improvement” published in the Proceedings of the 24th Australasian Software 

Engineering Conference (ASWEC 2015) [17]; 

• “Reporting Usability Defects – Do Reporters Report What Software Developers Need?” 

published in the Proceedings of the 20th International Conference on Evaluation and 

Assessment in Software Engineering (EASE 2016) [115]; 

• “What Influences Usability Defect Reporting? – A Survey of Software of Development 

Practitioners” published in the Proceedings of the 23rd Asia Pacific Software Engineering 

Conference (APSEC 2016) [116]. 

The second study focused on software defect repositories mining. In this study, we mined 377 

developer-tagged usability defect reports from Mozilla Thunderbird, Firefox for Android, and Eclipse 

Platform to confirm the findings of previous survey on the information provided by software 

development practitioners when reporting usability defects.  

Our findings demonstrate a mismatch between what software development practitioners claimed to 

provide when reporting usability defects, and the information that appears in the defect reports. For 

steps to reproduce, for example, while we found this information less reported in Mozilla Thunderbird, 

Firefox for Android, and Eclipse Platform, software practitioners in our previous survey claimed that 

they always provided this information while reporting usability defects. A paper describing this work 

was published: 

• “Analysis of the Textual Content of Mined Open Source Usability Defect Reports” published 

in the Proceedings of the 24th Asia Pacific Software Engineering Conference (APSEC 2017) 

[117]. 
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The findings from these two studies have important implications for future research and practice of 

OSS development. Through these studies, researchers can find characteristics, open issues, and 

understand the nature of describing usability defects, which can be valuable for improving defect 

reporting processes and tools. For practitioners, especially software testers, it provides a general guide 

about the important defect attributes that should be described when reporting usability defects in order 

to receive faster defect resolution time.  

8.1.3 Revising Usability Defect Classification Model 

Based on the review of existing usability defect classification models and our experience of analyzing 

377 open source usability defects, we found some limitations in these models. First, the lack of 

contextual information in open source usability defect descriptions lead to misinterpretation of the 

problem, in which the defect report readers had made assumptions and self-judgment. Second, the 

absence of formal usability evaluation methods in OSS development makes it difficult to understand 

the problematic user tasks, particularly in assessing the defect severity and impact to the users. In fact, 

it is quite impossible to justify what triggered the problem as suggested in the usability-ODC 

framework [95]. Third, well-known usability classification models such as UPT [12], UAF [3] and 

model-based framework [94] are too complex for open source communities with limited usability 

knowledge. Low involvement of usability experts in OSS development makes it impossible to adopt 

such a comprehensive model.  

Considering these limitations, we revised the UPT [12],  GUI fault model [76], and usability-ODC 

framework [95] to suit the needs of the OSS development environment. The aim of our new OSUDC 

model is to understand and classify usability defects based on the content of defect reports submitted 

by open source communities, which do not formally conduct usability evaluations.  A total of 377 

developer-tagged usability defect descriptions were analyzed from Mozilla Thunderbird, Firefox for 

Android, and Eclipse Platform projects. The analysis did not impact OSUDC development directly, 

however it was used to construct the subcategories of the primary categories adapted from [12], [76], 

[95]. The defect descriptions were read and organized according to the primary categories, and were 

then re-examined and grouped according to commonalities to form a set of subcategories. Two primary 

categories and five subcategories were added in our revised OSUDC, as the usability defect 

descriptions could not be classified according to the original classification. The resulted hierarchical 
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structure of OSUDC contains three components (defect, user difficulty, and failure qualifier), 10 

primary categories, and 28 subcategories, respectively. 

A web based survey evaluation was conducted to assess the reliability of the revised OSUDC to 

classify usability defects. Twelve evaluators from industry and academia with varying degrees of 

experience in software development and usability participated in the study by classifying 10 usability 

defects that were randomly selected from the group of 377 usability defects. Kappa statistics was used 

to assess the level of agreement among evaluators. The findings of the OSUDC reliability study 

showed that the evaluators’ agreement for the defect category component was the highest, and the 

lowest was for the failure qualifier component.  

The primary contribution of our revised OSUDC is to enable software developers and defect 

reporters to understand, describe, and analyze usability defects. Each category in the revised OSUDC 

contains explanations and sample defects from real-world OSS projects. Usability defects that are 

classified using OSUDC could improve open source defect management, particularly to facilitate 

triaging processes identifying similar solutions for the same problems, suitable resources to fix the 

problems, and prioritizing defect correction. From the research perspective, this work contributes to the 

body of knowledge by incorporating a cause-effect relationship, which was not previously considered 

in the usability engineering studies.   

8.1.4 Usability Defect Report Form Evaluation 

Our proposed usability defect report forms contain four main criteria based on the findings of literature 

reviews, online surveys, and software defect repositories mining: 1) each attribute captures only one 

value, 2) one attribute is explained with multiple instances, 3) attributes are prompted when relevant to 

the reporter’s information needs, and 4) user difficulties are measured using objective scales. These 

criteria were prototyped using Jotform, based on the current Bugzilla defect report layout. 

The practical use of the proposed forms to capture meaningful usability defect descriptions was 

evaluated using an expert judgment approach. Our evaluation focused on comparing the quality of 

information between the original usability defect reports and the case study defect reports reproduced 

on our proposed forms. Using the guided defect report forms, reproduction of usability defects were 

constructed systematically and the multiple attribute instances were found sufficient to capture 
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important information and giving hint to defect reporter; although not all attributes requested in the 

forms could be provided. The case studies also provide useful information on the usage of predefined 

usability defect categories in identifying usability defects that have common characteristics.  The 

results from the evaluation suggest that by using multiple attribute instances to capture only one value 

per attribute could improve the quality of information presented in the usability defect descriptions. 

8.2 Lessons Learned 

In this section, we discuss practical challenges, experiences, and selected lessons we learnt in the five 

research studies that we conducted during this PhD.       

8.2.1 Getting Ethics Approval for Conducting Online Surveys 

In accordance to Swinburne research integrity, ethics approval must be sought for any research that 

involved human participants. During this PhD, we have applied two ethics approvals for two different 

studies. Getting the right strategy to write a good ethics application could speed up the approval 

process. For example, it is helpful to review a completed application that secured ethical approval from 

the Swinburne’s Human Research Ethics Committee (SUHREC). In our experience, a well-planned 

execution of the surveys is a key determinant of a successful ethics application. Every method and 

instrument to be used must be specific, such as in selecting target population, recruitment strategy, 

location of study, and data privacy. Furthermore, it is important that every part of the document is 

aligned (e.g., aims, methods, instruments, etc) to make the document coherent. 

8.2.2 Recruiting Survey Participants  

In the first survey investigating information needs for reporting and fixing usability defects, we used 

coarse target population strategy to recruit potential participants. We posted requests for participation 

on the open source community forums, Facebook, LinkedIn, and Software Testing Club website. 

However, in our experience of using the coarse target population recruitment strategy, it produced a 

high percentage of invalid responses and therefore should be avoided in the future. In our first and 

second survey, more than around 50% of responses were excluded for no response beyond the first 

parts of the questionnaire.  



 181 

One possible explanation of this problem was due to the out of scope factor, where the respondents 

are not in the target population. For example, the software development practitioners who do not have 

experience in dealing with usability defects may be reluctant to proceed with the surveys. As a lesson 

learnt, when investigating usability defect reporting practices by specific professional groups, such as 

open source communities, we should only use community-specific mailing lists and focus on the UX 

team, rather than approach the whole OSS community, some of whom might not be familiar with 

usability.  

In the second survey evaluating our new OSUDC taxonomy, instead of focusing on a coarse target 

population, we used the researcher’s referral contacts to recruit participants. We selected participants 

with a known software development background and sent specific invitation emails to them. In our 

experience, we found that industrial participation was low as compared to that of academic researchers. 

One potential reason behind this low participation could be that industrial professionals were too busy 

with their essential task and participating in the survey would add extra work. On the other hand, we 

believe academic researchers are more highly motivated to participate in the surveys because of their 

understanding of the pressure and intensity of other researchers to investigate and publish findings 

promptly. 

During both surveys, we noticed three significant factors as a useful means to gain more 

participation. The first was sending reminder messages within a certain period of time. In our survey, 

we only sent a one time reminder because sending too many reminders may annoy some potential 

participants, thereby making them less likely to respond. The second significant factor was forwarding 

invitations from researchers’ industrial contacts. Even though this method is likely to get participation 

beyond the target population [118], in our case we only asked our industrial colleagues to extend the 

invitations to individuals that they felt were suitable for this research context rather than forwarding to 

the company mailing list. The third useful factor to gain more participation was to offer incentives. 

Other empirical studies have shown that incentives have a great influence on response rate and quality, 

especially for a lengthy survey like our surveys [119]–[121]. However, with limited funding, we could 

only conduct a voluntary survey. In future work, we might consider offering rewards either in the form 

of raffles, payments, or sharing results to motivate less motivated participants.  
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8.2.3 Designing Survey Questionnaires 

One of the crucial parts of conducting a survey is to get the right questions to measure the constructs 

that are investigated through the survey. We found the systematic literature review that has been 

conducted earlier was helpful in constructing simple questions that referred to facts and in choosing the 

appropriate words for the survey. Apart from that, a pilot study, in our opinion, is a good practice to 

obtain early feedback before the survey goes live. In the first survey, we obtained feedback and 

suggestions from fifteen software developers that was very helpful to improve the content and structure 

of the survey. The identified irrelevant, duplicate, and unclear questions were modified to ensure the 

consistency of the survey sections. 

However, we believe that the lengthy survey is one possible reason for a high invalid participation 

in both of our surveys. In the first survey, for example, a closer inspection of data showed that about 

17% of participants left the survey after answering the first section. Possibly the use of a survey 

progress bar indicator was not helpful to motivate participants to finish the survey. Since the survey 

had a total of 50 questions, in the beginning of first section the progress bar indicator certainly still 

showed significant remaining percentage to be completed, though this percentage changed 

progressively as not all questions needed to be answered.  

In the second survey, even though the questions were straightforward, it required significant effort 

from participants to read the usability defect descriptions before they could answer the questions. We 

believe that participants were tending to avoid such a survey that would take too much effort from their 

daily work, and if they were willing to participate, the validity of their answers to some extent is 

dubious.  One way to deal with this problem is via technical mechanisms to monitor the time taken by 

the participants to answer each question, or at least the time spent on each page.   

8.2.4 Mining Textual Usability Defect Descriptions 

Most usability defect reports in OSS defect repositories are semi-structured text. While text mining 

researchers have developed a wide range of algorithms and tools to deal with natural language texts, 

the algorithms rely somewhat on the quality of the documents itself, which we have found is often very 

variable in open source usability defect reports. For this reason, we conducted a fully qualitative 

analysis of the natural language data to create a full human interpretation. We created a simple coding 
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of the textual data, and attached the code to a piece of the text that can be either single word, or a 

sentence. In our experience, the best way to create the codes to classify utterances in the defect 

descriptions is to find anchor studies that had similar research aims, and brainstorm some potential 

codes that could be relevant to the research context. Since the process of tagging part of text, and 

grouping of words and phrases requires a global understanding of defect report concepts and structures, 

we iteratively refined a set of codes that have been defined earlier until these codes established. 

8.2.5 Analysis of Data 

Our surveys include both quantitative and qualitative analysis. For quantitative analysis, in our 

experience we found it was useful to clearly define survey research questions, which we then mapped 

with survey questions and identified potential statistical tests to analyze the collected data.  In this way, 

we could avoid unnecessary questions, and select the most suitable response format for the data 

analysis. This is because questions with inappropriate response formats may hinder the application of 

relevant statistical tests, or the response cannot be analyzed and interpreted in a meaningful manner. 

Qualitative analysis was mainly used as support evidence for the quantitative results.  

Further, it is important to seek advice from professional statisticians. In our experience, even 

though we used correct statistical tests, the use of some statistic values was inappropriate. For example, 

when the Chi-Square test is performed simultaneously for multiple variables, Bonferroni correction 

must be used to avoid the influence of a spurious positive.  Additionally, it is necessary to explain the 

statistical findings in simple terms to non-technical readers. Reporting p-value, and F-value, for 

example, while convenient for statisticians, is less important when presenting findings to other non-

statistician readers. Therefore, it is better to explain easy-to-understand results than statistically valid, 

yet complex, results. 

8.3 Limitations 

8.3.1 Diverse Respondents Background 

Our investigations on the nature of reporting and fixing usability defects were based on input from 

respondents that had varying levels of usability background and commitment. For example, software 

developers and software testers working on closed proprietary software may have better exposure to 
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writing effective usability defect reports than open source contributors who work on a voluntary basis, 

and may report usability-related defects without formal training [122]. This may have introduced some 

bias to our findings.  

8.3.2 Manual Classification of Usability Defect Information 

Even though some computational programs and tools were available to automatically analyze textual 

data in a much shorter time, we manually read through all the 377 usability defect descriptions to 

examine the presence of certain pieces of information. We realized that within a limited research 

timeframe, to understand and develop the text mining algorithms that were suitable to our research 

context was quite impossible. Indeed, applying analytical algorithms would require a significant effort 

to understand the usage of each algorithm and the combination of selected techniques for handling text. 

Furthermore, the text mining process to automatically classify usability defects was not really in the 

scope of this work.  

8.3.3 Limited Evaluation Aspects of the Proposed Usability Defect Report Forms 

In this work, we only evaluated the quality of the information aspect produced by the proposed 

usability defect report forms. Our evaluation compared the level of details of usability defect report 

content written using our proposed forms with original reports that used default Bugzilla templates. 

However, outcomes were only based on the judgment of experts that were not directly using this report 

in their daily work. Other aspects, such as ease of use of the forms to assist software reporters to report 

useful usability defect descriptions, and the usefulness of the information produced by the proposed 

forms to help software developers to understand and fix the problems, are still to be investigated 

further in our future work.  

8.4 Future Research 

Several possible directions for future investigation have been identified as a consequence of our study. 

Some of these are to overcome the current limitations of this study, and to integrate with current trends 

in OSS development and usability studies; these are discussed in the following sections. Sections 8.4.1 

to 8.4.4 present the short-term future work, while sections 8.4.5 to 8.4.7 discuss long-term future work.  
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8.4.1 Replicating the Survey for Different Focus Groups 

In software engineering research, replication and reproduction experiments, case studies, and surveys 

have been recognized for creating and extending scientific knowledge [123]–[126]. Since the main 

target population of our previous surveys were individuals who have experience in reporting or fixing 

usability defects, we were interested in replicating and extending the surveys to the organizational 

level. For example, we could compare the usability defect reporting practices in organizations with 

usability teams, organizations without usability teams, and OSS development communities. We believe 

that different organizations may have different strategies and policies to enforce the implementation of 

HCI activities, which would eventually influence the information needs of usability designers, software 

development practitioners, and development management. This also raises the following new research 

question: How do different organizational backgrounds influence usability defect reporting practices?  

8.4.2 Additional Reliability Studies to Assess Our OSUDC Taxonomy 

An additional reliability study is planned to assess the level of agreement achieved in OSUDC 

categories, especially on the subcategories level. Since the reliability study reported in Section 6.5.2 

mainly involved non-usability expert respondents, a different target population is needed to gain 

feedback from various respondents with different levels of expertise. This is because our aim of 

revising existing usability classification [12], [76], [95] was to produce a simple and easy-to-use model 

that can be used by OSS users with different technical backgrounds. Possible approaches include 

enlarging the number of respondents with different backgrounds, the number of usability defects, or 

both.  

8.4.3 Automated Text Mining Process 

Text mining is a useful method for extracting key trends, such as word usage, or vocabulary in a textual 

document. Using appropriate analytical algorithms, many text documents can be automatically 

converted into a structured and numerical format that can reveal more meaningful information. 

Although this thesis has demonstrated the classification of the usability defect descriptions to a set of 

predefined categories, such classification processes were carried out manually. A potential drawback of 

dealing with manual classification is that the analysis and interpretation of defect descriptions is greatly 

dependent on the research team involved. Therefore, further research is needed to understand different 
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text mining practices areas – possibly in the area of concept extraction to group certain words and 

phrases into semantically similar groups. By using machine-learning tools like the Weka5 tool and 

RapidMiner, it is hoped that the glossary of terms for each category can be generated successfully.  

In addition, using the text-mining method, it would be interesting to explore how usability defects 

were understood in the comments section of reports, which is outside the scope of this study. In this 

way, clarification on how the usability defects should have been reported, and contrasting this with the 

way in which it was reported can be made. The results from this kind of study can be used to improve 

the OSUDC taxonomy proposed. For example a “how not to report defects” model can be developed 

with the associated terms for specific kind of usability issues. 

8.4.4 Additional Evaluation of Our Proposed Usability Defect Report Form 

As described in this thesis, the usability defect forms we are proposing have so far only been evaluated 

in terms of the quality of information, which has been assessed by software engineering experts. Other 

aspects such as the ease of use of the forms in reporting usability defects, workload imposed on 

reporters, and the usefulness of the information on software developers, are still open for investigation. 

In future work, we plan to assess to what extent the proposed forms were successful in eliciting the 

information needed by software developers. In this study, we would like to compare the usability 

defect descriptions produced by practitioners and students (represented for non-technical users), and 

the workload imposed on them when reporting the usability defects. Once the proposed forms are in a 

stable stage, we also plan to validate our proposed forms by requesting IT organizations to use the 

forms to report usability defects. The reported defects will then go to the defect management lifecycle, 

and we will monitor the defect resolution status. In this way, we could confirm the effectiveness of our 

proposed forms to speed up usability defect resolution. 

While feedback on the proposed usability defect report forms was generally positive, this study 

primarily consulted software engineering experts who were not directly involved with software 

development. Other stakeholders in the software development process, such as software developers, 

managers, usability designers, and customer support, may have different feedback about the 

                                                             
5 http://www.cs.waikato.ac.nz/ml/weka/downloading.html 
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information that is important to them. Thus, further evaluation may need to be carried out for different 

stakeholders as well. 

8.4.5 Defect Reporter Effect in Software Defect Reporting 

From our survey of software development practitioners and review of previous literature, we found that 

the defect reporters play a significant role in determining which usability defects get fixed. We also 

found that relationships and trust built between software developers and known-defect reporters 

influence the defect resolution. This shows some indication that defect reporter effect might be 

influential to the quality of defect report descriptions. Therefore, we plan to investigate the effect of 

defect reporter expertise, knowledge of the application domain, and familiarity with the defect 

reporting tools on software defect reporting, which we believe has not been investigated by any other 

researchers, with more specific research study. In the proposed research study, groups of defect 

reporters with different backgrounds will be asked to watch a video of representative users performing 

certain tasks. Then the defect reporters will be required to report each usability defect they discovered 

in the video using our proposed forms. The quality of defect descriptions of each group will be 

assessed and compared.  

In addition, we will collect the personality profile (big five personality traits) of the defect 

reporters [127], and will analyze the personality profiles and quality of defect descriptions to find 

association, if there is any. 

8.4.6 Modeling Defect Prediction Using Textual Defect Information 

We found that textual content of usability defect descriptions can provide an early insight into the 

defect resolution time. Compared with other types of defects, usability defects require detailed 

explanations to clarify the validity of issues. Typically, the nature and complexity of the issues is often 

described in the defect description. For instance, the likely difficulty, emotion, and feelings can only be 

expressed in the text-form. However, most of the existing research in predicting defect resolution time 

is involved with using categorical data such as severity, priority, version, component, and attachment 

supplied [128]–[132]. This is because textual analysis is more complex to analyze, especially as the 

number of defect reports grows, more time is required. Therefore, research challenges following from 

our results are: “How can textual content of defect descriptions automatically be classified into certain 
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components?” and “Which textual components should be used to predict usability defect resolution 

time?”  

8.4.7 Multilingual Patterns of Describing Usability Defects 

In global software development, language is challenging in many software development activities, 

including software defect reporting.  Besides the different use of vocabulary to explain technical 

subject, interpretation and meaning of defect descriptions written in various languages can be different. 

For example, in Malaysia code switching between Malay and English has become common practice in 

requirements elicitation [133], and it is also possible when expressing software defects. Motivated by 

this problem, we plan to investigate the nature of how usability defects are described in non-English 

based IT companies. Through this kind of research, we could develop a Malay-usability glossary of 

terms for better understanding of usability defects. 

8.5 Final Remarks 

This research progressed from the need to have an appropriate defect report form for capturing 

different types of defects; in this study, we focused on usability defects. The importance of capturing 

complete and meaningful defect information for fixing software defects was evident in both the 

software engineering and usability engineering domains. However, most research in usability defect 

reporting was conducted in usability engineering studies where the main concern was to find the most 

effective methods of presenting usability evaluation results. This left a gap in finding the right defect 

report content for reporting usability defects that were found outside of formal usability evaluations, 

especially for users with limited usability knowledge.  

While a variety of usability defect classification models exist in usability engineering that are 

widely accepted by industry and academia, these classification models were not appropriate for use in 

OSS development, in which the defect reports contained limited information and the development stage 

often ignored the usability aspects [134]. However, some features in these classification models could 

be extended to overcome these drawbacks. This was one of the focuses of this research: to revise the 

usability problem taxonomy for classifying OSS usability defects using a ‘lightweight’ classification 

mechanism. This research has not only filled the existing gap but has also contributed to an increased 
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understanding of how open source defect classification models can be designed using software 

engineering and usability engineering literatures and concepts, respectively. 

To this end, this thesis extends current open source defect report forms to capture information 

specific to usability defects. Our proposed usability defect report forms can be adopted by 

organizations with specific usability teams, in which the process of handing over findings from 

usability evaluations to software development teams could be simplified. Usability evaluation findings 

written in our proposed forms provide “just enough” documentation and do not require the 

summarization of comprehensive documents to be used directly by the software developers. This is an 

important issue in software development as fast feedback cycles are essential.  
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Abbreviations 

ANOVA Analysis of Variance 

CUP Classification of Usability Problem  

DCART Data Collection, Analysis, and Reporting Tool 

GUI Graphical User Interface 

HCI Human Computer Interaction 

HP-DCS Hewlett Packard Defect Classification Scheme 

IRC Internet Relay Chat 

ODC Orthogonal defect Classification 

OSS Open Source Software  

OSUDC Open Source Usability Defect Classification 

RCA Root Cause Analysis 

SLR Systematic Literature Review 

UAF Usability Action Framework 

UPT Usability Problem Taxonomy 

URM Usability Reporting Manager 

UX User Experience 
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Background Information 

1. What is your gender? 

 Male  Female 

2. What is your age? 

 Less than 24 years old  25 - 34 years old  35 - 44 years old 

 45 - 54 years old  55 years old and above  

3. What is your professional position? 

 Software developer  Software tester  Quality assurance engineer 

 Customer consultant/ support  System engineer  Test manager 

 Project manager  Usability engineer  User interface designer 

 Other   

If you have chosen “other”, please specify: 

     

 

4.  How long have you been in your current position? 

 Less than 1 year  Between 1 and 3 years  

 Between 3 and 5 years  More than 5 years  

5. Do you contribute to open source project such as Firefox, Google Chrome, GNOME? 

 Yes  No 

6. How do you describe your role in dealing with usability defects? 

 I am fixing usability defects  I am reporting usability defects 

Training or Certification on Human-Computer Interaction 

7. Have you received any training/ certification related to usability evaluation/ Human Computer 

Interaction (HCI) 

 Yes  No 

Note: If you have answered/ chosen item [2] in question 7, skip the following question 

8. How useful was the training/ certification for reporting and/ or understanding usability defects? 

 Very useful  Somewhat useful  Neither useful or not useful 

 Not very useful  Complete waste of time  
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Discovering Usability Defects 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

9. Do you have experience in software testing (no matter what is your current position)? 

 No experience  Less than 1 year  Between 1 and 3 years 

 Between 3 and 5 years  More than 5 years  

10. How do you discover the usability defects? 

 Exploratory testing  Functional testing  Usability testing 

 Beta/ alpha testing  Complaints/ reports from customers  Using the product 

 Other   

If you have chosen “other”, please specify: 

     

 

11. The amount of information available for reporting usability defects varies according to how the 

defects are discovered. For instance, usability defects found during usability testing have more 

information to report in comparison to functional testing. Would you agree or disagree on the 

following statement in relation to the availability of usability defect information for different 

defect discovery methods? 

Statement Completely 

disagree 

Somewhat 

disagree 

Neither 

disagree 

or agree 

Somewhat 

agree 

Completely 

agree 

The difficulties the actual 

user will encounter as a 

consequence of the 

usability problems 

cannot be known during 

functional testing  

     

In exploratory testing, a 

usability defect is 

typically grounded in 

general usability 

knowledge, rather than in 

speculation on users task 

performance and 

response 
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The presence of actual 

users during usability 

testing can reveal user’s 

knowledge, likely 

difficulties, actual task 

scenario and realistic 

redesign solutions 

     

In usability testing, more 

usability-related 

information can be 

reported, such as violated 

heuristics, design 

principles, users response 

and feelings as compared 

to system testing 

     

Describing complaints 

from customers or end 

users may not correctly 

describe the actual 

difficulties faced by them 

     

 

12. Do you think defect reporting tool should provide custom forms for reporting defects depending 

on how usability defects are discovered? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

 

Reporting Usability Defects 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

13. Do you use the following items when describing usability defects? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

Items Never Rarely  Sometimes Often Always 

Title/ Summary       

Cause of the problem      

Software context (part of 

the user interface, 
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Reporting Usability Defects 

Note: If you have answered/ chosen at least one of the following items: [(2,2)] in question 13, skip the 

following question 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

14. When specifying the defect report title/ summary, I do include 

 explanation on the situation that was happening at the time the problem occured 

 build or version of the software or OS on which the problem occured 

 an error message that come up by copying and pasting the whole thing in 

 quality attributes affected (i.e., usability, performance, reliability) 

 Other 

 If you have chosen “other”, please specify: 

     

 

 

Note: If you have answered/ chosen at least one of the following items: [(2,3)] in question 13, skip the 

following question 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

15. When describing causes of usability defects, I 

 include heuristics that are violated 

 describe a design fault, such as how the interaction architecture contributed to the problem 

 describe my knowledge of performing and understanding a task or object interface 

interface component) 

Proposed solution       

Observed result      

Expected result      

Steps to reproduce      

Severity      

Software information 

(product, component, 

and/ or version) 

     

Test environment 

(Operating system, 

hardware, browser 

details) 
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 Other 

 If you have chosen “other”, please specify: 

     

 

16. I support the description of usability defect causes with 

 UI event trace  Screenshot with annotations  Screenshot and accompanying text 

 Video with captions  Textual description  Other 

If you have chosen “other”, please specify: 

     

 

Note: If you have answered/ chosen at least one of the following items: [(2,4)] in question 13, skip the 

following question 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

17. To indicate the context of the usability defects, I 

 describe the location of the problem in the interface, such as screen title 

 mention the problematic user interface object, such as button, menu and dialogue box 

 describe the user’s task 

 describe exactly which system components are affected 

 Other 

 If you have chosen “other”, please specify: 

     

 

18. I show the location of usability defects in the interface using 

 screenshot with annotations  video with captions  textual description 

 Other   

If you have chosen “other”, please specify: 

     

 

 

Note: If you have answered/ chosen at least one of the following items: [(2,5)] in question 13, skip the 

following question 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

19. In describing a proposed solution to a usability defect, I 

 include several alternate solutions 

 describe advantages and disadvantages for alternative solutions 

 mention usability design principles and/ or previous research 

 use my knowledge to interpret how design is supposed to work 

 propose the expected behavior (defects) 

 propose the behavior desired (enhancements) 
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 Other 

 If you have chosen “other”, please specify: 

     

 

20. I support the description of the proposed solutions with 

 fix patch  digital mock-ups  annotated screenshots 

 simple sketches  ASCII art  textual description only 

 oral presentation  Other  

If you have chosen “other”, please specify: 

     

 

 

Note: If you have answered/ chosen at least one of the following items: [(2,7)] in question 13, skip the 

following question 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

21. To describe the expected result, I 

 refer to usability requirements 

 use my knowledge and experience to interpret the expected result 

 refer to usability design guideline 

 Other 

 If you have chosen “other”, please specify: 

     

 

 

Note: If you have answered/ chosen at least one of the following items: [(2,6)] in question 13, skip the 

following question 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

22. To describe the observed usability defects, I 

 describe the effect of the user’s performance  describe the user’s behavior following the issues 

 justify what was wrong and why is it wrong  attach screenshot with annotations to the issue 

 attach error message  Other 

If you have chosen “other”, please specify: 

     

 

 

Note: If you have answered/ chosen at least one of the following items: [(2,8)] in question 13, skip the 

following question 
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Note: If you have answered/ chosen item [1] in question 6, skip the following question 

23. To describe the steps to reproduce usability defects, I 

 write a textual description on the user’s navigation flow through the system 

 record the steps that I follow and attach or paste a link to the video 

 Other 

 If you have chosen “other”, please specify: 

     

 

24. To rate the severity of usability defects, I justify 

 impact of the issue  business effects, such as costs and time loss 

 how often the issue will occur during usage  Other 

If you have chosen “other”, please specify: 

     

 

 

Reporting Usability Defects 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

25. How do you report information about usability defects? 

Medium of reporting Never Rarely  Sometimes Often Always 

Traditional written report       

Verbally in meeting with 

designers/ developers 

     

Edited videos      

Entry in a defect 

reporting tool  

     

 

26. Do you think that experience in usability testing will help you create a better usability defect 

report? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

 

27. Which five items were the most difficult to provide? Please rank the items in order of difficulty 

from 1 to 5 where 1 is most difficult to you and 5 is least difficult to you. 

Items 1 2 3 4 5 

Title/ Summary       
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Cause of the problem      

Software context (part of 

the user interface, 

interface component) 

     

Usability principle/ 

heuristic violated 

     

Proposed solution       

Video recording      

Audio recording      

Product      

Component       

Version      

Severity      

Hardware       

Operating system      

UI event trace      

Observed result      

Expected result      

Steps to reproduce      

Screenshots       

 

Fixing usability Defects 

Note: If you have answered/ chosen item [2] in question 6, skip the following question 

28. Do you use the following items when fixing usability defects? 

Items Never Rarely  Sometimes Often Always 

Title/ Summary       

Cause of the problem      

Software context (part of 

the user interface, 

interface component) 

     

Usability principle/ 

heuristic violated  

     

Observed result      

Expected result      

Steps to reproduce      
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29. Does the following attachments helps you in fixing usability defects? 

Items Never Rarely  Sometimes Often Always 

Video recording       

Audio recording      

UI event trace      

Proposed solution       

Screenshots      

Proposed fix patch      

Digital mockups      

ASCII art      

 

30. Do you request the following general information to assist with defect management and 

reproduction? 

Items Never Rarely  Sometimes Often Always 

Product       

Component      

Version      

Hardware        

Operating system      

Severity      

 

31. Which five items help you the most? Please rank the items in order of importance from 1 to 5 

where 1 is most important to you and 5 is least important to you. 

Items 1 2 3 4 5 

Title/ Summary       

Cause of the problem      

Software context (part of 

the user interface, 

interface component) 

     

Usability principle/ 

heuristic violated 

     

Proposed solution       

Video recording      
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Audio recording      

Product      

Component       

Version      

Severity      

Hardware       

Operating system      

UI event trace      

Observed result      

Expected result      

Steps to reproduce      

Screenshots       

 

32. Which of the following problems have you encountered when fixing usability defects? (Please 

select ALL that apply) 

You were given unclear: 
 Title/ summary 
 Cause of the problem 
 Software context (the location of problem in the interface) 
 Usability principle/ heuristic violated 
 Proposed solution 
 Screenshots 
 Audio recording 
 Video recording 

You were given incorrect: 
 Component 
 Observe result 
 Expected result 
 Product 
 Version 
 Severity 
 Hardware 
 Operating system 

There was insufficient information in: 
 Steps to reproduce 
 UI event trace 

The reported used: 
 Bas grammar 
 Unstructured text/ format 
 Vague comment 
 Too long text 
 Non-technical language 
 Usability jargon/ term 

Others: 
 Duplicate 
 Spam 
 Viruses/ worms 
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33. When assessing usability defects, I found 

Statement Never Rarely  Sometimes Often  Always 

The usability defects reported by potential 

end-users with direct experience from the 

work domain were given higher priority 

     

Usability expert provides better usability 

defect report compared to general software 

tester 

     

General software tester rarely supplies 

usability-related information, such as violated 

heuristics or design principles 

     

Developer provides more meaningful 

usability defect description with proposed fix 

patch and logs 

     

Non technical users rarely provide important 

information such as software context, product 

information and reproducibility 

     

 

34. Do you think a defect reporter propose better solutions when they have usability experience (UX), 

rather than relying on individual speculations? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

 

Defect Reporting Tool 

Note: If you have answered/ chosen at least one of the following items: [(2,5)] in question 25, skip the 

following question 

Note: If you have answered/ chosen at least one of the following items: [(3,5), (4,5), (6,5)] in question 

25, skip the following question 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

35. Does your organization use defect reporting tool to manage usability defects? 

 Yes  No 
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Defect Reporting Tool 

Note: If you have answered/ chosen at least one of the following items: [(2,5)] in question 25, skip the 

following question 

Note: If you have answered/ chosen item [2] in question 35, skip the following question 

36. Name your defect reporting tool: 

     

 

37. Does your defect reporting tool offer sufficient flexibility to capture and manage usability defects? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

38. Do you have any positive/ negative feedback about your defect reporting tool for supporting 

usability issues? Please specify here: 

     

 

39. Do you think the user experience (UX) of the defect reporting tool influences the quality of defect 

reports? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

40. Do you think your defect reporting tool should provide a custom forms for reporting defects 

depending on reporter’s experience )new – intermediate – experienced reporter)? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

41. Do you think your defect reporting tool should provide custom forms for reporting defects 

depending on reporter’s knowledge (non-technical, technical, Human-Computer Interaction 

expert)? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

 

Note: If you have answered/ chosen item [1] in question 6, skip the following question 

42. Do you use an automated tool to capture information for reporting usability defects? 

 Yes  No 

Automation Tool 

Note: If you have answered/ chosen item [2] in question 42, skip the following question 
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Note: If you have answered/ chosen item [1] in question 6, skip the following question 

43. Name the automated tools that you have used: 

     

 

44. Do you think the manual process used to capture usability defect information causes erroneous or 

incomplete reports? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

     

Knowledge and Experience in Usability Defect Reporting 

45. “ The level of detail of usability defect reports varies greatly from reporter to reporter” – Do you 

agree with this statement? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

46. Please indicate how much you agree with the following factors about their influence in reporting 

usability defects. 

Factors Completely 

disagree 

Somewhat 

disagree 

Neither 

disagree 

or agree 

Somewhat 

agree 

Completely 

agree 

Practical knowledge of 

the usability of software 

systems  

     

Ability of thinking from 

the user’s perspective 

     

Knowledge of users’ 

mental model 

     

Knowledge of usability 

principles 

     

Domain expertise      

Knowledge of technical 

aspects 

     

Knowledge of defect 

reporting 

     

 

47. “Level of experience of software tester cannot guarantee the completeness of usability defect 

reports” – Do you agree with this statement? 
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 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

48. “Long experience in software testing helps reporters to build their knowledge, particularly in 

describing usability defects” – Do you agree with this statement? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

49. Do you think previous experience in reporting usability defects helps in increasing the 

completeness of usability defect information reported? 

 1 (Strongly disagree)  2  3  3  5 (Strongly agree) 

 

Comments 

50. Please use the space provided below to share any ideas or experiences you have that might 

improve the quality of usability defect reporting: 
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Appendix C 

The Revised Usability Defect Classification Model – Categories, 

Subcategories, and Example Defects 
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Categories Sub-
categories 

Defects Example defects 

Interface GUI structure 
and aesthetics 

Object appearance 
(icon, menu item, 
scroll bar, button, 
favicon etc) 

Object (screen) keeps blinking/ flashing/ flickering 
 Unnecessary animation on object (screen) 
 Incorrect/ unnecessary use of object icon 

Incorrect/ inconsistent object design 
Inappropriate use of object size 
Missing object  
Unwanted object 
Incorrect/ inconsistent use of object color 
Inappropriate use of color contrast between object and background 
Inappropriate object (screen) resolution 
Object (screen) is truncated/ chopped/ overlapped/ blocked/ cropped 
Object (screen) not persistently display 
Object (screen) looks very bare 
Words/ name on object are not completely visible 

 Object (screen) 
layout 

Improper use of screen width and length 
  
  Object (screen) 

state 
Incorrect object (screen) activation and deactivation behavior 
Indistinguishable between active and inactive object (screen) 
Incorrect object (screen) select / deselect behavior 
Incorrect object (screen) visibility behavior 
Incorrect/ unclear current object (screen) state 
Slow object state change 
Slow screen refresh 
Screen does not automatically load content/ refresh 
Cursor loss focus 
Incorrect object (screen) focus 
No visual cue to screen (object) existence 
Object action is not properly set 
Inappropriate/ incorrect screen navigational 

 Information 
presentation 

Data presentation Missing default data 
Data not selected  
Object does not remember last selection 
Data is not populated in the object (screen)  
Incorrect data type and format 

  Object (screen) 
naming and 
labeling 

Misspelled/ mislabeled label 
Label name is not intuitive 
Incorrect use of labeling standard 
Inconsistent menu labeling format 

  Non-message 
feedback 

Missing visual cues 
Misunderstanding of visual cues 
Irritating/ unnecessary animation on the progress bar 
Incorrect/ missing/ non-informative indicator 
No warning indicator in the screen 
Inappropriate use of dialog feedback 

  Error/ notification 
and feedback 
message 

Inconsistent message 
Inappropriate/ irrelevant message 
Incorrect/ misleading/ insufficient message  
Message is too verbose/ non -informative 

 On screen text and 
results 

Missing/ incomplete/ misleading information 
Content is not updated 
Unsupported format to display content 

 Menu structure  Incorrect connection of main options to sub-options 
Inappropriate menu option 
Unorganized menu organization/ structure 
Obsolete menu option 
Missing relevant menu option 
Misplaced menu option 
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 Audibleness Voice and sounds Inappropriate video/ audio behavior 
 Audio cue NS 
 Text/ feedback in 

speech  
NS 

Interaction Manipulation Keyboard press Cursor losses focus when typing 
Duplicate access keys 
Inappropriate use of access keys 
Inconsistent access keys 
Missing/ not working access keys 
Unable to navigate from one field to another using keyboard 
Unable to type 
Unsupported keyboard function 

  Mouse click Mouse click not working 
Mouse hover does not give focus 
Inconsistent mouse click behavior 
Too many clicks to perform task 

  Finger touch Inappropriate vibrating behavior 
Incorrect click event action 
Tap did not invoke action bar  

  Voice control NS 
  Scrolling 

mechanism 
Scrolling not working 
Inappropriate scrolling behavior 
Unable to scroll 
No purpose vertical/ horizontal scroll 
Unbreakable scrolling axis lock 

  Drag and drop Unable to drag screen (object) 
 Zooming Incorrect/ inappropriate zooming behavior 

Unclear visual cues that an editor is zoomed 
 Functionality  Missing 
  Inadequate 

Preference 
Irrelevant 
Misaligned 
Problematic 
Technical deficiency 

 Task 
execution 

Action Incorrect action results 
No action executed 
Incorrect action executed 
Too many steps to task completion 
Unnecessary action to execute task 
Limited accessibility to execute action 

 Reversibility Unable to undo action 
Unclear to perform action reversal 
Reverting the current action works incorrectly 

 Feedback Missing notification/ warning/ feedback message 
No summary of task in progress/ completed 
Unnecessary confirmation dialogue box/ indicator/ feedback 
Missing permission request to access other device  
No indication about the current state of an action in progress 
No indication about what will happen when clicking on certain button/ 
menu/option  
No feedback when performing critical action 

* NS – No sample defects from the 377 open source usability defects we studied 
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Background Information 

1. What is your age? 

 Less than 24 years old  25 - 34 years old  35 - 44 years old 

 45 - 54 years old  55 years old and above  

2. What is your gender? 

 Male  Female 

3. What best describes you? 

 HCI/ UX/ usability expert 

 Industry researcher  

 Academic researcher 

 Software developer with experience in both user interface and software development 

 Software developer with experience in software development only 

 Software tester with HCI knowledge 

 Software tester without HCI knowledge 

 End user with HCI/ UX/ usability knowledge 

 End user without HCI/ UX/ usability knowledge 

4. Have you received any training/ certification related to usability evaluation/ Human Computer 

Interaction (HCI) 

 Yes  No 

5. How familiar are you with usability defects? 

 Not at all familiar  Slightly familiar  Somewhat familiar 

 Moderately familiar  Extremely familiar  

6. Have you used any of the following defect classification scheme? 

 Orthogonal Defect Classification (ODC) 

 Root Cause Analysis (RCA)  

 Hewlett Packard Defect Classification Scheme (HP-DCS) 

 Classification of Usability Problems (CUP) 

 Usability Problem Taxonomy (UPT) 

 Usability Action Framework (UAF) 

 Other, please specify: 
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Defect 1: Eclipse Platform defect #6656 

 

7. Study Eclipse Platform Defect #6656 above. What kind of usability defect is reported? View 

OSUDC taxonomy here. 

 Interface  Interaction  Both 

 

Note: if you have answered/ chosen item [3] in question 7, skip the following question 

Note: if you have answered/ chosen item [2] in question 7, skip the following question 

8. What kind of interface defect is reported? View OSUDC taxonomy here. 

 GUI structure and aesthetics – Object (screen) appearance 

 GUI structure and aesthetics – Object (screen) layout 

 GUI structure and aesthetics – Object (screen) state 

 Information presentation – Data presentation 

 Information presentation – Object (screen) naming & labeling 

 Information presentation –Non message feedback 

 Information presentation – Error, notification and feedback message 

 Information presentation – On screen text and results 

 Information presentation – Menu structure 

 Audibleness – Voice and sound 

 Audibleness – Text and feedback in speech 

 Other interface problems not listed above, please specify: 

     

 

 

Note: if you have answered/ chosen item [3] in question 7, skip the following question 

Note: if you have answered/ chosen item [2] in question 7, skip the following question 
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9. Does the user seem to express any of the following emotions in the defect descriptions? View 

OSUDC taxonomy here. 

Emotion Yes No 

Annoyance   

Distraction   

Frustration   

Note: if you have answered/ chosen item [3] in question 7, skip the following question 

Note: if you have answered/ chosen item [2] in question 7, skip the following question 

10. Does the user mention anything about how the issue affects the task execution? View OSUDC 

taxonomy here.  

 Complexity  Visibility  Performance Accessibility 

 Loss of data  Understandability  Does not mention  Other, please specify:

     

 

 

Note: if you have answered/ chosen item [3] in question 7, skip the following question 

Note: if you have answered/ chosen item [2] in question 7, skip the following question 

11. Based on the above defect descriptions, on what basis has the user reported this issue? View 

OSUDC taxonomy here. 

 Missing  Wrong  Incongruent mental model 

 Irrelevant  Overlooked  Better way 

 I can’t tell   

 

Note: if you have answered/ chosen item [3] in question 7, skip the following question 

Note: if you have answered/ chosen item [1] in question 7, skip the following question 

12. What kind of interaction defect is reported? View OSUDC taxonomy here.  

 Manipulation- Keyboard press 

 Manipulation- Mouse click 

 Manipulation- Finger touch 

 Manipulation-Voice control 

 Manipulation-Scrolling mechanisms 

 Manipulation- Drag and drop 

 Manipulation-Zooming 
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 Task execution - Action 

 Task execution - Reversibility 

 Task execution - Feedback 

 Functionality 

 Other interface problems not listed above, please specify: 

     

 

Note: if you have answered/ chosen item [3] in question 7, skip the following question 

Note: if you have answered/ chosen item [1] in question 7, skip the following question 

13. Does the user seem to express any of the following emotions in the defect descriptions? View 

OSUDC taxonomy here. 

Emotion Yes No 

Annoyance   

Distraction   

Frustration   

 

Note: if you have answered/ chosen item [3] in question 7, skip the following question 

Note: if you have answered/ chosen item [1] in question 7, skip the following question 

14. Does the user mention anything about how the issue affects the task execution? View OSUDC 

taxonomy here.  

 Complexity  Visibility  Performance Accessibility 

 Loss of data  Understandability  Does not mention  Other, please specify:

     

 

 

Note: if you have answered/ chosen item [3] in question 7, skip the following question 

Note: if you have answered/ chosen item [1] in question 7, skip the following question 

15. Based on the above defect descriptions, on what basis has the user reported this issue? View 

OSUDC taxonomy here. 

 Missing  Wrong  Incongruent mental model 

 Irrelevant  Overlooked  Better way 

 I can’t tell   

 

Note: if you have answered/ chosen item [1] in question 7, skip the following question 
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Note: if you have answered/ chosen item [2] in question 7, skip the following question 

16. What kind of interface defect is reported? View OSUDC taxonomy here.  

 GUI structure and aesthetics – Object (screen) appearance 

 GUI structure and aesthetics – Object (screen) layout 

 GUI structure and aesthetics – Object (screen) state 

 Information presentation – Data presentation 

 Information presentation – Object (screen) naming & labeling 

 Information presentation –Non message feedback 

 Information presentation – Error, notification and feedback message 

 Information presentation – On screen text and results 

 Information presentation – Menu structure 

 Audibleness – Voice and sound 

 Audibleness – Text and feedback in speech 

 Other interface problems not listed above, please specify: 

     

 

Note: if you have answered/ chosen item [1] in question 7, skip the following question 

Note: if you have answered/ chosen item [2] in question 7, skip the following question 

17. What kind of interaction defect is reported? View OSUDC taxonomy here.  

 Manipulation- Keyboard press 

 Manipulation- Mouse click 

 Manipulation- Finger touch 

 Manipulation-Voice control 

 Manipulation-Scrolling mechanisms 

 Manipulation- Drag and drop 

 Manipulation-Zooming 

 Task execution - Action 

 Task execution - Reversibility 

 Task execution - Feedback 

 Functionality 

 Other interface problems not listed above, please specify: 

     

 

Note: if you have answered/ chosen item [1] in question 7, skip the following question 

Note: if you have answered/ chosen item [2] in question 7, skip the following question 

18. Does the user seem to express any of the following emotions in the defect descriptions? View 

OSUDC taxonomy here. 

Emotion Yes No 

Annoyance   
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Distraction   

Frustration   

 

Note: if you have answered/ chosen item [1] in question 7, skip the following question 

Note: if you have answered/ chosen item [2] in question 7, skip the following question 

19. Does the user mention anything about how the issue affects the task execution? View OSUDC 

taxonomy here.  

 Complexity  Visibility  Performance Accessibility 

 Loss of data  Understandability  Does not mention  Other, please specify:

     

 

 

Note: if you have answered/ chosen item [1] in question 7, skip the following question 

Note: if you have answered/ chosen item [2] in question 7, skip the following question 

20. Based on the above defect descriptions, on what basis has the user reported this issue? View 

OSUDC taxonomy here. 

 Missing  Wrong  Incongruent mental model 

 Irrelevant  Overlooked  Better way 

 I can’t tell   

 

** The same questions were used for classifying the other 9 usability defect reports below: 

Defect 2: Eclipse Platform Defect#31823 
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Defect 3: Thunderbird Defect #697413 

 

Defect 4: Eclipse Platform Defect #2587 

 

Defect 5: Thunderbird Defect #729027 

 

Defect 6: Firefox for Android Defect #755221 
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Defect 7: Firefox for Android Defect#705212 

 

Defect 8: Eclipse Platform Defect #2730 

 

Defect 9: Eclipse Platform Defect #75317 

 

Defect 10: Thunderbird Defect #697125 
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E.1 SUHREC Project 2014/231 Ethics Clearance  
 
To:   Prof John Grundy, FSET/Mrs Nor Shahida Mohamad Yusop 
  
Dear Prof Grundy, 
 
SHR Project 2014/231 What makes a good usability defect report? 
Prof John Grundy, FSET/Mrs Nor Shahida Mohamad Yusop 
Approved Duration:  21/10/2014 to 31/07/2017 [Adjusted] 
  
I refer to the ethical review of the above project protocol by a Subcommittee (SHESC1) of 
Swinburne’s Human Research Ethics Committee (SUHREC) at a meeting held 19 
September 2014.   Your responses to the review, as emailed on 1 and 20 October were reviewed by a 
SHESC1 delegate.  
  
I am pleased to advise that, as submitted to date, the project may proceed in line with standard on-
going ethics clearance conditions here outlined. 
 
- All human research activity undertaken under Swinburne auspices must conform to Swinburne and 

external regulatory standards, including the current National Statement on Ethical Conduct in 
Human Research and with respect to secure data use, retention and disposal. 

 
- The named Swinburne Chief Investigator/Supervisor remains responsible for any personnel 

appointed to or associated with the project being made aware of ethics clearance conditions, 
including research and consent procedures or instruments approved. Any change in chief 
investigator/supervisor requires timely notification and SUHREC endorsement. 

 
- The above project has been approved as submitted for ethical review by or on behalf of SUHREC. 

Amendments to approved procedures or instruments ordinarily require prior ethical 
appraisal/clearance. SUHREC must be notified immediately or as soon as possible thereafter of (a) 
any serious or unexpected adverse effects on participants any redress measures; (b) proposed 
changes in protocols; and (c) unforeseen events which might affect continued ethical acceptability 
of the project. 

 
- At a minimum, an annual report on the progress of the project is required as well as at the 

conclusion (or abandonment) of the project. Information on project monitoring, self-audits and 
progress reports can be found at: 
http://www.research.swinburne.edu.au/ethics/human/monitoringReportingChanges/ 

 
- A duly authorized external or internal audit of the project may be undertaken at any time. 

  
Please contact the Research Ethics Office if you have any queries about on-going ethics clearance. The 
SHR project number should be quoted in communication. Researchers should retain a copy of this 
email as part of project recordkeeping. 
  
Best wishes for the project. 
  
Yours sincerely, 
  
Kaye Goldenberg 
Acting Secretary, SHESC1 
Research Ethics Executive Officer (Acting) 
Swinburne Research (H68) 
Swinburne University of Technology 
Level 1, SPS, 24 Wakefield Street 
Hawthorn, VIC 3122 
Tel:  +61 3 9214 5218 
Fax: +61 3 9214 5267 
Email: kgoldenberg@swin.edu.au
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E.2 SUHREC Project 2016/325 Ethics Clearance 
 
To: A/Prof Jean-Guy Schneider, FSET 
  
SHR Project 2016/325  - Evaluation of a New Usability Defect Classification 
A/Prof Jean-Guy Schneider, Nor Shahida Mohamad Yusop (Student) – FSET/Prof John Grundy, Prof 
Rajesh Vasa – Deakin University 
Approved duration:  20-01-2017 to 20-06-2017 [Adjusted] 
  
I refer to the ethical review of the above project by a Subcommittee (SHESC3) of Swinburne's Human 
Research Ethics Committee (SUHREC). Your response to the review as e-mailed on 20 January 2017 
was put to the Subcommittee delegate for consideration. 
  
I am pleased to advise that, as submitted to date, ethics clearance has been given for the above project 
to proceed in line with standard on-going ethics clearance conditions outlined below. 
  
- The approved duration is 20-01-2017 to 20-06-2017 unless an extension request is subsequently 

approved. 
 

- All human research activity undertaken under Swinburne auspices must conform to Swinburne and 
external regulatory standards, including the National Statement on Ethical Conduct in Human 
Research and with respect to secure data use, retention and disposal. 

 
- The named Swinburne Chief Investigator/Supervisor remains responsible for any personnel 

appointed to or associated with the project being made aware of ethics clearance conditions, 
including research and consent procedures or instruments approved. Any change in chief 
investigator/supervisor, and addition or removal of other personnel/students from the project, 
requires timely notification and SUHREC endorsement. 

 
- The above project has been approved as submitted for ethical review by or on behalf of SUHREC. 

Amendments to approved procedures or instruments ordinarily require prior ethical 
appraisal/clearance. SUHREC must be notified immediately or as soon as possible thereafter of (a) 
any serious or unexpected adverse effects on participants and any redress measures; (b) proposed 
changes in protocols; and (c) unforeseen events which might affect continued ethical acceptability 
of the project. 

 
- At a minimum, an annual report on the progress of the project is required as well as at the 

conclusion (or abandonment) of the project. Information on project monitoring and 
variations/additions, self-audits and progress reports can be found on the Research Internet pages. 

 
- A duly authorised external or internal audit of the project may be undertaken at any time. 
  
Please contact the Research Ethics Office if you have any queries about on-going ethics clearance, 
citing the Swinburne project number. A copy of this e-mail should be retained as part of project record 
keeping. 

  
Best wishes for the project. 
 
Yours sincerely, 
  
Sally Fried 
  
Secretary, SHESC3
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