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Abstract—Empirical software engineering researchers are
committed to investigating better ways of improving software
engineering practice. To do this, gathering data about software
professionals’ experiences and perspectives on the researched
topic is crucial. However, in the last decade, our experience
of recruiting software professionals as potential participants in
our studies has met with fluctuating success. Therefore, we had
to explore multiple possibilities when recruiting participants.
This cost us more effort and time than anticipated. In this
paper, we briefly discuss the challenges we faced when recruiting
participants for empirical research in software engineering, the
solutions we implemented to address these challenges, and a
concise list of strategies for garnering the interest of potential
participants.

Index Terms—empirical studies, software engineering, partic-
ipant recruitment, challenges

I. INTRODUCTION

Empirical software engineering studies with industry par-
ticipants are critical for advancing the discipline, including
understanding key research and development (R&D) problems
in industry settings, understanding work practices and tools,
understanding how developers and stakeholders work together,
and feeding into the software engineering (SE) research
agenda. Many of these empirical studies focus on diverse
human aspects and their impact on software engineering
practice. Human aspects such as emotions [1], [2], [3], [4],
[5], [6], personality [7], [8], [9], [10], [11], gender [12], [13],
[14], and SE-related activities, such as software development
[15], [16], [17], [18], requirements engineering [19], [4], [20],
software testing [21], and agile practices [22], [23], [24], [17]
continue to be popular areas for empirical research in SE.

However, it is extremely difficult to carry out experiments
or quasi-experiments in industry settings to understand these
human aspects and their software engineering impacts. More
often, single or mixed-methods studies are usually employed,
including surveys, interviews, focus groups, and observations.
In the last decade, the number of hurdles faced when recruiting
participants for such empirical research studies in SE has been
high. In most cases, we faced difficulties in finding potential
participants for the studies and having them participate to the
expected level of time and quality input.
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The key data collection methods we wanted to use included
interviews and surveys, and to a lesser extent workplace
observations, in our own studies. Given that we work in a
constrained funding environment, we have limitations on the
budget to support both our own research activity, personnel,
and for participant recruitment. Our first attempt at participant
recruitment in almost all of our studies has been finding
voluntary participants. We advertised our studies on various
social media platforms and shared them among personal
contacts. If these methods failed to attract sufficient partici-
pants or sufficiently varied and representative participants, we
tried recruiting participants via paid participant recruitment
platforms. Each of these data collection methods, payment
methods, location of the participant, and sensitivity, novelty
and perceived practicality of the topic, have made participant
recruitment challenging. In this paper, we discuss some key
challenges, solutions, and ideas on how to further garner the
interest of potential participants in empirical SE research.

II. CHALLENGES

A. C1. Recruitment challenges associated with data collection
methods

Time-intensive data collection and analysis methods (qual-
itative methods) – such as interviews, focus groups, and
observations – make participant recruitment more challenging
than surveys (generally mixed-methods/quantitative). A key
constraint is the amount of time the participants have to spend
on participation, which is usually significantly more in the
former methods than the latter. For example, an interview can
usually take between 40–60 minutes, whereas a survey may
be in the range of 15–30 minutes.

Interviews are also synchronous, i.e., the interviewer and
interviewee must schedule a meeting, sometimes in very differ-
ent time zones on a virtual platform. Data may need recording
or live transcription, and post-collection transcribing, cleaning,
and potential follow-up checking with the participant. In
contrast, most surveys are asynchronous in the participant’s
own time, and much of the analysis can be automated for the
close-ended questions.

When our survey or interview studies were voluntary, the
number of participants was generally much less than for paid



participant recruitment. However, even if we paid the partici-
pants, if the studies took a longer time, the qualitative studies
attracted fewer participants than mixed-methods/quantitative
studies. The quality of answers could also be significantly
impacted, including a greater number of invalid/incomplete
responses in surveys.

B. C2. Recruitment challenges associated with rewarding par-
ticipants

In the cases of many of our non-voluntary studies, “thank
you” for participation methods – such as cash/gift card – were
used. We noticed that the cash “thank you” offering research
attracted more participants than the ones that offered gift cards.
We also noticed that the choice of gift cards used also matters.
For some participant groups, gift cards for groceries could
be more important than a gift card to shop at Amazon or
electronic stores.

We found significant overhead in obtaining and distributing
gift cards, especially for larger studies. For example, buying
20 gift cards of different types, sending them to participants,
and obtaining reimbursement from University finance systems
is surprisingly challenging. Our systems also require the
names and contact emails of all participants for tax reporting
purposes. We found some participants, especially older ones,
don’t want a digital gift card but a physical one. Trying to
buy, e.g., 10 physical gift cards proved challenging at some
retailers. These also then had to be given to or mailed to
participants.

C. C3. Recruitment challenges associated with paid partici-
pants

We have to obtain Human Subject Ethics Committee ap-
proval for all empirical studies. We also need to obtain finance
approval for paid participant recruitment and for reward gifts.
These can be time-consuming. We also found that our Ethics
committee is uncomfortable with mixed participant recruit-
ment, i.e., voluntary vs gift vs paid. Calculating a suitable pay
rate for paid participant recruitment is important to reward
participants sufficiently for their time, and ensure quality
participation, but also remain within tight research budgets.
We found some recruitment platforms have a large number of
potential recruits, but their take-up of our survey invitations
could be very slow vs other platforms with much quicker take-
up and responses.

D. C4. Recruitment challenges associated with the territory

We have conducted empirical studies with participants from
many countries. One such experience was that, in one of the
interview-based studies, we first recruited participants from a
country with a small land mass and population (country A).
Then we tried to recruit participants for the same study from a
country with a large land mass and population (country B). The
number of participants who showed interest in participating in
A was much higher than in B. Even though A is a much smaller
country in size and population than B, the participant attraction
we received was higher. The reason we assumed here was that

as the SE network was more tightly knitted in A than in B (as
the SE community is smaller in A and SE community is larger
in B and spread across a larger geographical area).

We found paid participant recruitment from different coun-
tries to be challenging. We found a large number of par-
ticipants are available from a couple of countries on most
recruitment platforms, and on advertising a survey a large
number will sign up from these countries. However, we found
the time spent and the answers given to be very poor by almost
all of these participants. We learned to specifically exclude
such responses.

E. C5. Recruitment challenges associated with the sensitivity
of the topic of the study

Some research topics are interesting to some potential
participants, but might not be for others. For example, the
participants for studies related to sensitive topics such as
emotions in the workplace can have second thoughts before
they decide to participate in the studies. Similarly, concerns
about anonymity and ensuring their answers can not be
traced back to them/their employer are very important for
many participants. Some potential participants for our studies
indicated, verbally or by email, that these are key concerns
preventing their participation. Some empirical studies e.g.
investigating mental health, workplace conflict, job security,
various unpleasant work-related experiences, drug use, non-
conformist opinions, or other challenging topics tend to present
major recruitment, engagement and honesty challenges.

F. C6. Recruitment challenges associated with the novelty of
the topic of the study

We recently came across an experience where the research
topic was novel and emergent for potential participants. Some
participants were not even aware of the existence of the
emerging role even though they had been in the field for many
years. This experience was further related to the geographical
location as the role was a popular one in the USA but the SE
community elsewhere had little visibility around the role and
its key tasks. This made diverse participant recruitment much
more challenging.

G. C7. Recruitment challenges associated with the practicality
of the study

Some empirical software engineering studies can come
across as very ‘academic’ and their value to software practi-
tioners, the target audience for participants, be rather unclear.
Sometimes this can be due to the language used by us as
researchers, the way the study is advertised, the lack of clear
outcomes for practitioners from the study, or the lack of
understanding of current practitioner interests and concerns.

III. SOME POTENTIAL SOLUTIONS

A common solution that we have used for data collection
method-related challenges (C1) was rewarding our participants
appropriately, and reciprocating the effort they put into the
study. We have also made an effort to make sure we chose the



right “thank you” gift method appropriate for our participants
(C2). We used feedback from our participants to guide rewards
described in recruitment for future studies.

We tried several paid platforms for participant recruitment
including Prolific and Amazon Mechanical Turk, to address
our paid participant recruitment challenges (C3). The former
has become our preferred paid participant platform, with
more engaged participants, better participant filtering, gener-
ally higher quality survey answers, and easier-to-use quality
assurance and participant payment support. However, it is
required to exercise caution in recruitment and authenticating
responses.

To address challenges associated with territory (C4), the
only solution we identified was to focus on subsets of the com-
munity rather than the whole community. For example, rather
than focusing on the SE community in an entire country B, we
focused individually on city-focused SE communities. In some
studies we had a large number of participants from a single
country, often the one where we have a large professional
network, and often the country that the PhD student leading
the study was from. Using a paid participant recruitment
platform, we also learned to do several batches of recruitment
from selected parts of the world/specific countries, in order to
get more diverse participant populations. This can, however,
further complicate recruitment and finance processes.

Being extremely careful and empathetic when crafting study
advertisements, recruitment statements, consent forms, and
questionnaires has helped us to address challenges related to
study topic sensitivity (C5). Being very clear about anonymity,
confidentiality, data protection, and publishing aggregated re-
sults from the analysis of the data are important in ensuring
concerns about the topic are addressed. Similarly, it is critical
for participants being interviewed to know their answers are
decoupled from their identities before data analysis, recordings
are highly protected and encrypted or destroyed after transcrip-
tion, their feedback is not shared with work colleagues, and
interviews are conducted with as much confidentiality as pos-
sible, especially for online interviews. While advertisements
and explanatory statements for studies need to describe the
study scope and purpose carefully, they also need to clearly
address these issues.

In order to overcome recruitment challenges related to study
topic novelty (C6) and practicality (C7), we have made sure
to explain the topic clearly and pilot the study advertisements,
explanatory statements and instruments before recruiting par-
ticipants. We have had some success, but generally only if
the practice related to the topic is being practiced by the
participants.

Addressing practicality concerns (C7), better outlining how
the results may impact participants in their role in the future,
how practical guidelines, tools or practices may be identi-
fied, how best practices may be more widely shared and
promoted, and how participants will be provided with an
industry practitioner-friendly study summary - all may aid in
recruitment and engagement. Historical trends of providing
these for other studies help build reputation and trust.

IV. MAXIMISING RECRUITMENT POTENTIAL

We outline below some ideas for garnering interest from
industry participants in empirical software engineering stud-
ies. We outline things that may go wrong or right and the
associated risks the recruitment methods might have.

A. Recruitment method: Social media: LinkedIn, Meetups,
Twitter, Facebook

What can go right:
• Sharing on social media: Usually, if the post is catchy, the

people in the network react (like/comment/share). Such
user activities make the post visible to a wider audience.

• Reaction-rate according to our experience: LinkedIn >
Twitter > Facebook > Meetups (Dependency: The prox-
imity of the social network).

• Asking Lab, Department, Faculty and/or industry partners
to promote on their network can also greatly boost reach,
and sometimes much better reach target audiences.

• Response (reply) rate according to our experience: Mee-
tups > LinkedIn > Twitter > Facebook.

• Meetups are limited to the geographical location. For
example, if we post our advert in a Meetups group in
our area, the number of potential participants who reach
out would be greater.

What might go wrong:
• Messaging on social media: The probability of getting

a response to a recruitment call via direct messaging
potential participants is very low.

• A number of channels are protective about content and
some empirical study topics are unwelcome. For example,
many groups forbid advertising for study participants.

Associated risks:
• The chance of achieving the representative sample size is

low within a limited time frame.
• Response rate is usually impossible to quantify. Despite

some of our paper reviewers thinking it can be.
Overcoming the risks:

1) Use hashtags.
2) Share the post on specific interest groups related to the

research.
3) Keep on resharing the post – a few times at regular

intervals.
4) Have the call for participation open for a longer period.
5) Consider participant rewards within budget limits.

However, executing #3 and #4 might not be viable in every
case.

B. Recruitment method: Personal contacts: Ex-colleagues, ex-
students

What can go right:
• Reaction rate: The reaction rate so far when we tried

recruiting participants via professional contacts has been
high. The rationale we identify in this case is that as the
contacts are know to us, they try their best to support



our study. Invitations to professional contacts can be
customised and tuned to their known role, interests etc.

• Response rate: Usually, the response rate is high when the
participants are personal contacts. Sometimes they have
participated in prior empirical studies, and sometimes
they are willing to promote in their organisations and via
their own networks, giving the study higher practitioner
relevance and visibility.

What might go wrong:

• Personal contacts might not respond.
• Personal contacts may feel overburdened.
• Personal contacts may lack time for multiple study par-

ticipation.
• Diversity of participants may be self-limited.

Associated risks:

• Participants may be influenced by involvement in previ-
ous studies.

• Given the participants are personal contacts, the study
might suffer from participation bias and/or response bias.
This will pose a threat to the validity of the research
findings.

• Offering a reward for participation may or may not be
seen as ‘appropriate’ for a personal contact.

Overcoming the risks:

1) Make all surveys anonymous. If asking for contact de-
tails, e.g., interest in receiving study findings or interest
in the post-survey interview, provide a different channel
to provide contact details or remote contact details
immediately from survey results and prior to analysis.

2) When collecting data where identity can no longer be
anonymous (example: interviews, observations, focus
groups), the research team member whose personal
contact is the participant where possible avoids being
involved in collecting the data from the participant and
analyzing data from the participant.

3) Where feasible, use purposeful sampling to ensure di-
versity of, e.g., role, experience, country, gender etc.
This may mean drawing on multiple research team
member professional networks and inviting participation
in tranches.

4) Think carefully about the need for any reward offered
for participation and the nature of the reward. Ensure
both Ethics and Finance approvals are in place before
offering.

C. Recruitment method: Recruitment platforms: Amazon Me-
chanical Turk, Prolific etc.

What can go right:

• Reaction rate: Usually, the participants show interest
when the study provides some sort of reward for them.

• Response rate: The higher the amount we pay the partic-
ipants, the more responses we tend to get.

What might go wrong:

• The number of participants available across roles may
greatly vary. We have had previous experience of attract-
ing multiple participants without any effort vs no luck at
all.

• Over-paying sets unrealistic expectations for future re-
cruitment.

• Under-paying for time or effort spent reduces take-up,
greatly increases incomplete, low-quality responses and
is unethical.

Associated risks:
• Surveys: The quality of responses could be low. Since the

main motive for participants to participate in the studies
is money, the participants may fill out the questionnaires
with inaccurate/incomplete data. Such responses will
need to be discarded before analysis. Participants who
may not match the target criteria may sign up especially
if payment is relatively high. Some sub-groups seem to
produce uniformly high (and low) quality responses.

• Interviews and observation studies: We have used paid
recruitment much less frequently for these, using profes-
sional networks, social media distributed advertisements,
and “thank you” gifts. Interviewee payments normally
need to be significantly more than survey participants
due to the time needed. Time zones are an issue due
to worldwide recruitment and the need for synchronous
interviewing.

Overcoming the risks:
1) Have attention-check questions at different points of

the survey questionnaire to increase the quality of the
research.

2) Pilot the survey and interview questions on 2-3 represen-
tative participants to accurately gauge the time needed.

3) Look for similar studies on paid platforms to get an idea
of pay rate, participant selection criteria, advertisement
approach, etc.

4) Use tranches of recruitment so that the selection criteria
can be fine-tuned and be more purposeful in recruitment.

D. Recruitment method: Recruiting from organisations, i.e.,
from software companies

What can go right:
• Reaction and response: We have found that it is extremely

difficult to recruit participants directly from software
companies. The reaction from the companies is often
negative, for a variety of reasons. This includes confi-
dentiality and intellectual property (IP) concerns, time
commitment, and differences of opinion on the usefulness
of the study amongst the authorising personnel.

• If previous positive experiences have been established
between the academic organisation and the software com-
pany, the academic researchers may find direct company-
based recruitment to be viable.

What might go wrong:
• Low chance of recruiting participants even though the

company encourages employees to participate. As the



employees are occupied with their own work, they might
not show any interest in participating in the studies.

• Some companies may already have their own empirical
research projects, e.g., to boost productivity or team
climate. This may make the employees opt out of external
studies.

Associated risks:
• Since two organisations are involved (academic or-

ganisation, software company), many agreements, non-
disclosure agreements (NDAs), or contracts could be
involved before sharing about the study with potential
participants. This may be very time-consuming, may
result in no agreement being reached, and cause a loss of
interest in the software company to allow their employees
to participate in the studies.

• Multiple approvals may be needed for the company
employees to participate in a project, e.g., participant and
their manager. Our experience suggests many industry
participants are not comfortable having their manager
explicitly approve participation in a research project, for
a variety of reasons.

Overcoming the risks:
1) Patience - this is needed from both organisations as

internal processes of both organisations often take longer
than expected.

2) The advertisement for the call for participation has
to be crafted carefully to attract busy target potential
participants quickly.

3) Some organisations may be very sensitive about IP
and the time commitment of participants. This may
make these organisations too difficult to recruit partici-
pants/obtain approvals.

V. CONCLUSION

We have conducted several surveys, interviews, focus
groups and observation studies with industry participants in the
past few years. Many of these studies have faced challenging
recruitment issues. In this paper we have provided an outline
of some of the key issues that we have faced. We have
summarised some of the successful solutions, some possible
advantages, limitations and risks of these approaches, and
some risk mitigation strategies. We hope that these will be
beneficial for the research community.
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