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Just-In-Time TODO-Missed Commits Detection
Haoye Wang, Zhipeng Gao, Xing Hu, David Lo, John Grundy and Xinyu Wang

Abstract—TODO comments play an important role in helping developers to manage their tasks and communicate with other team
members. TODO comments are often introduced by developers as a type of technical debt, such as a reminder to add/remove features
or a request to optimize the code implementations. These can all be considered as notifications for developers to revisit regarding the
current suboptimal solutions. TODO comments often bring short-term benefits – higher productivity or shorter development cost – and
indicate attention needs to be paid for the long-term software quality. Unfortunately, due to their lack of knowledge or experience and/or
the time constraints, developers sometimes may forget or even not be aware of suboptimal implementations. The loss of the TODO
comments for these suboptimal solutions may hurt the software quality and reliability in the long-term. Therefore it is beneficial to
remind the developers of the suboptimal solutions whenever they change the code. In this work, we refer this problem to the task of
detecting TODO-missed commits, and we propose a novel approach named TDREMINDER (TODO comment Reminder) to address
the task. With the help of TDREMINDER, developers can identify possible missing TODO commits just-in-time when submitting a
commit. Our approach has two phases: offline training and online inference. We first embed code change and commit message into
contextual vector representations using two neural encoders respectively. The association between these representations is learned by
our model automatically.In the online inference phase, TDREMINDER leverages the trained model to compute the likelihood of a commit
being a TODO-missed commit. We evaluate TDREMINDER on datasets crawled from 10k popular Python and Java repositories in
GitHub respectively. Our experimental results show that TDREMINDER outperforms a set of benchmarks by a large margin in
TODO-missed commits detection. Moreover, to better help developers use TDREMINDER in practice, we have incorporated Large
Language Models (LLMs) with our approach to provide explainable recommendations. The user study shows that our tool can
effectively inform developers not only “when” to add TODOs, but also “where” and “what” TODOs should be added, verifying the value
of our tool in practical application.

Index Terms—Technical Debt, TODO Comment, Code-Comment Inconsistency, Suboptimal Implementation

✦

1 INTRODUCTION

Natural language annotations are an important part of
software repositories and are used to communicate between
developers [1], [2]. Terms such as ”FIXME”, ”XXX”, and
”TODO” are frequently employed to indicate instances of
technical debt (TD) or suboptimal implementations that
demand future attention [3], [4], [5]. Within these com-
ments, TODO comments are the most extensively used by
developers to describe pending tasks during the software
development lifecycle. For example, TODO comments can
be used as a reminder to add/delete features, or a request
for other members to look at a problem, or a request to
optimize/clean/refactor the source code. A previous study
by Ying et al. [6] identified the importance and frequency of
TODO comments in software repositories.

Different from some previous work in the field of self-
admitted technical debt (SATD) [7], [8], [9], [10], we ex-
plore the TODO comments from a constructive viewpoint.
We suggest that the presence of TODO comments can be
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Example 1: aosp-mirror/platform_frameworks_base   (stars: 9.7K)
@@ -374,6 +389,17 @@ public String getUserName() {
+    /**
+    * Gets the username for authentication
+    * @ return the auth.username
+    * …
+    */
+    public String getAuthUserName() {
+        return mAuthUserName;
+    }
+  
Commit message: Merge "Merge "Add auth. Username
Example 2: osmandapp/OsmAnd  (stars: 2.8k)
@@ -386,6 +386,15 @@ private static void showWiki …
+    if(Algorithms.isEmpty(lng)) {
+        // Second choice to display wiki article …
+        lng = a.getNameSelected("en");
+    }
+    if(Algorithms.isEmpty(lng)) {
+        lng = a.getNameSelected("");
+    }
Commit message: partial implementation of wiki article language preference

TODO: remove when we make it public

TODO: third choice to display wiki article ...

Fig. 1. Examples of TODO comments

beneficial. Such explicit markers by developers enhance the
chances of addressing these suboptimal sections in future
iterations. TODO comments usually contain information
about code changes that can improve software quality,
performance, maintenance, and reliability [11]. In other
words, TODO comments indicate the existence of (tem-
porary) suboptimal solutions to achieve short-term goals,
such as higher productivity, satisfying testing needs, or
meeting release time constraints. As an example, consider
Example 1 in Figure 1. Here, the developer implemented
the getAuthUserName function for short-term benefits.
This code implementation contains a potential risk that the
authentication user name may leak out when it is publicly
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accessible. This issue could hurt software quality and cause
software security problems. However, due to the code be-
ing unremarkable or the developers’ lack of familiarity or
development experience, they may be completely unaware
of the current suboptimal code changes, e.g., when taking
over responsibility for the code from another developer. If
the TODO comment in the figure could be promptly added,
then this risk would gain more attention from developers.
Therefore, it is helpful and beneficial to prompt the devel-
opers to insert notes of their suboptimal code (as comments)
before submitting a commit.

In this paper, to address such issues, we propose an
automated solution that can detect whether a submitted
commit is a TODO-missed commit. We define a commit as a
“TODO-missed commit” if its associated change is suboptimal
and there is a need to introduce further TODO actions.
These TODO-missed commits have negative impact to the
quality and reliability of software. Once a TODO-missed
commit is identified, we can provide a just-in-time reminder
to the developer. This can help the developer as well as other
team members to better understand the potential risks of
the code changes and better coordinate their programming
tasks.

Some previous works [6], [1], [12], [13] have studied the
role and influence of TODO comments in software develop-
ment. There are also several approaches [14], [2], [11], [15],
[16] proposed to analyze and maintain TODO comments.
However, to the best of our knowledge, solutions that can
perform automatic TODO-missed commits detection have not
yet been developed. It is difficult to identify TODO-missed
commits due to the following challenges:

Capturing software commit semantics: Identifying
TODO-missed commits first needs to understand the se-
mantics of the code changes. Sometimes it is difficult to
determine whether a commit is a TODO-missed commit by
just reading the changed code fragments. This requires de-
velopers to have enough knowledge of the code context as
well as the existing implementations. An example is shown
in the Example 2 in Figure 1, even though the code change
is presented, one can not easily claim the code change is
suboptimal due to his/her unfamiliarity with the code con-
text. However, the associated commit message (i.e., partial
implementation of wiki article language preference) provides
some additional clues to fill up this gap. Therefore, if the
information contained in both code changes and commit
messages are taken into account, we can better capture the
semantics of the software commits and make more accurate
detections.

Dealing with imbalanced datasets: TODO-missed com-
mits only account for a very small proportion of submitted
commits. This will lead to the problem that the proportion
of positive and negative samples is imbalanced when we
build training data sets. According to our empirical study,
the total ratio of the positive samples (i.e., TODO-missed
commits) is only around 1.5% on average in all commits.
For such imbalanced datasets, the performance of tradi-
tional classification algorithms will decrease dramatically.
The traditional algorithms learn more from biased examples
as opposed to the examples in the minority class. One might
end up with a scenario where the model assumes that most
test data belongs to the majority class. In order to better

identify TODO-missed commits, it is not only necessary to
construct a dataset suitable for classifier learning under
imbalanced conditions, but also to make the algorithm more
focused on hard, misclassified samples and prevent the vast
number of easy negative samples from excessively affecting
the learning process.

We present a novel approach named TDREMINDER
(TODO comment Reminder) to automatically detect
TODO-missed commits. Our approach has two phases: offline
training and online inference. In the offline training phase,
we collect commits from the top-10,000 Python and Java
GitHub repositories, respectively. We select the commits that
introduced TODO comments to the source code as the pos-
itive samples. The remaining commits are used as negative
samples. Resampling is applied to make the training set
more suitable for model training, while the test set can better
reflect the performance in practice. Our approach is trained
as a binary classification model with the dataset consisting
of these two types of samples. With the aim of understand-
ing the implementation of code changes more deeply, we
take the knowledge of commit messages into account. To
further capture the semantics of commits, we adapt the
large-scale pre-trained model, namely CodeBERT [17], to
encode the code changes and commit messages into contex-
tualized vectors. In the training process of our model, Focal
Loss [18] is selected as the loss function to aid better learning
of hard samples and reduce the impact of simple negative
samples. In the online inference phase, given a commit,
our approach encodes code change and commit message
respectively, and feeds them into the trained model. The
model then outputs a score to determine whether the given
commit is likely to be a TODO-missed commit.

In order to verify the performance of our approach,
we conducted extensive experiments and a user study on
Python and Java datasets. Since there are no previous stud-
ies investigating this problem, we constructed three baseline
methods for comparative experiments. Our experimental
results show that our TDREMINDER approach can signifi-
cantly outperform all the baselines. The main contributions
of our work include:

• We developed a novel tool, TDREMINDER, to auto-
matically detect TODO-missed commits just in time. To
the best of our knowledge, this is the first work that
investigates the possibility of detecting TODO-missed
commits in software repositories.

• We created a large-scale benchmark dataset of TODO-
introducing commits, which is extracted from the top-
10k Python and Java GitHub repositories respectively.
As far as we know, it is the first and largest dataset for
this task.

• We carried out extensive experiments using real-
world popular repositories in GitHub, demonstrat-
ing the effectiveness and promising performance of
TDREMINDER.

• We have released our source code of TDREMINDER [19].
The datasets used in our experiments have been made
publicly available for community research.

The rest of this paper is organized as follows. Section 2
presents the motivating examples of our study. Section 3 de-
scribes the details of proposed approach. Section 4 describes
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Example 1: allenai/deep_qa   (stars: 409)
@@ -38,4 +38,12 @@ resolvers ++= Seq(H6
     "AllenAI Releases" at "http://utility.allenai.org:8081/nexus
     /content/repositories/releases"
  )
+ lazy val testPython = TaskKey[Unit]("testPython")
+ 
+ testPython := {
+   "py.test" !
+ }

+ (test in Test) <<= (test in Test) dependsOn (testPython)

  instrumentSettings

Commit message: sbt test now tests python too

Example 2: Azure/azure-cli   (stars: 2.5k)
@@ -532,20 +532,21 @@ def __init__(self):
      'test_name': 'storage_account_create_and_delete',
      'script': StorageAccountCreateAndDeleteTest()
  },
- {
- 'test_name': 'storage_blob',
- 'script': StorageBlobScenarioTest()
- },
- …
+ # {
+ # 'test_name': 'storage_blob',
+ # 'script': StorageBlobScenarioTest()
+ # },
+ …

Commit message:Comment out tests that fail due to decoding of byte
object bug in Python 3

Fig. 2. Motivating examples

the data preparation for our approach. Section 5 shows the
baseline methods, the evaluation metrics, the evaluation
process and the experimental results. Section 6 shows the
user study and its results. Section 7 is the discussion about
TDREMINDER. Section 8 reviews the related work. Finally,
Section 9 concludes the paper.

2 MOTIVATION

Figure 2 shows two representative examples of TODO
missed commits that we found in popular real-world reposi-
tories. Consider the first example in Figure 2. The submitter
of this commit added a new code snippet about “python
test task” to the repository. Through the associated commit
message, we know that this developer added the Python
test script to the “sbt test”. But what the developer didn’t
realize is that if additional Python tests are added, the script
will exit directly when the Python test fails. In other words,
the original “sbt test” will not run completely because
of the lack of exception handling mechanism due to the
developer’s mistake. We checked the modification history
of this script and found that the developers were aware
of this problem. In the next update, developers added a
simple exception handling mechanism and introduced a
TODO comment: “TODO(matt): it’d be nicer if this would
still execute scala tests if python tests fail...”. At the same
time, they attached a commit message that says “testPython
task now fails on failed tests”. It seems that it was the failure
of “testPython” task made them aware of this issue.

As shown in the above example, the loss of TODO com-
ments may lead to varying degrees of defects. Some scholars
have also found similar phenomena in previous studies on
SATD [20], [5]. If TODO comments are not introduced in
time, developers might only check the source code when
the program throws an exception. Developers may often

spend significant time locating the cause of a bug after
a program crash, which can potentially impact software
maintenance in terms of time and costs [21], [22], [23]. If a
tool can help developers check whether their code changes
are still suboptimal and/or incomplete before submitting
the commit, this kind of situation will be avoided effectively.

The TODO comments can also help developers be aware
of their code that needs to be further inspected to when
making modifications or further implementations. For the
Example 2 shown in Figure 2, the developers commented
out some tests in the code change. If we only rely on the
content of the code change, we are not sure why developers
commented out these tests. The information in the commit
message helps us fill this knowledge gap between source
code and developer understanding. The decoding of byte
object bug in Python3 makes it impossible for them to run
these tests. Therefore, a TODO comment should have been
introduced in the code to remind later developers. Once
the formatter is fixed, developers should restore these tests
immediately.

With the help of TDREMINDER, before developers sub-
mit their commits they will be reminded if a commit appears
to be not complete and there is a need to introduce further
TODO actions. Developers can add or modify comments
or make further code modifications. This may help en-
hance code quality and potentially reduce the likelihood
of encountering the problems exemplified above. With this
proactive reminding about TODO comments, developers
are unlikely to forget key pending tasks. After addressing
the TODO comments, the reliability and maintainability of
the system will also be increased.

3 OUR APPROACH

In this section, we describe details of our proposed ap-
proach, TDREMINDER, to automatically identify the TODO-
missed commits. In order to present our approach more
clearly, we first define the task of TODO-missed commits
detection. The overall framework is illustrated in Figure 3.
The details of its offline training phase and online inference
phase are described in Section 3.2.

3.1 Task Definition
Our goal is to automatically identify a submitted commit
that should have introduced TODO comment(s) but did
not. Once such TODO-missed commits are detected, our
TDREMINDER tool then reminds developers to add corre-
sponding TODO comments to the code. Given a commit,
our approach needs to determine whether the commit is
a TODO-missed commit or not. We formulate this task as a
binary classification problem. For a given commit, we refer
the code changes contained in the diff of the commit and
the corresponding commit message as x and c, respectively.
The label of whether the commit is a TODO-missed commit
or not is recorded as y. We consider the label of a TODO-
missed commit as positive, and the opposite as negative. Our
approach will train a model θ using the training dataset.
The probability Pθ

(
y| ⟨x, c⟩

)
is the conditional likelihood

of predicting the label y with the given ⟨x, c⟩. So the goal of
our proposed model is to find:

ŷ = argmaxY Pθ

(
y| ⟨x, c⟩

)
, (1)
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Fig. 3. The overall framework of our approach.

3.2 Implementation Details
There are several challenges in identifying such TODO-
missed commits. As described in Section 1, the first challenge
is to understand the code changes in the given commits.
Given a commit, by only analyzing the code changes it will
often be difficult for our approach to have a concept about
the purpose of the code modifications. Thus, our approach
introduces the information from the corresponding com-
mit message to bridge the knowledge gap. TDREMINDER
adopts two encoders to embed the code that has changed
and its associated commit message into a vector represen-
tation. By learning from patterns in the training dataset,
TDREMINDER has the potential to capture the connection
between changed code and commit message.

However, another difficulty arises. The syntax of the
code is fixed while the commit message is written in natural
language. It is hard for traditional embedding techniques
like word2vec [24] to embed both code and natural language
as vectors. In order to capture the semantic correlation
better, we employ CodeBERT [17] as the encoder component
of our model. CodeBERT is a Transformer encoder which is
pre-trained with natural-language descriptions and corre-
sponding functions from open-source GitHub repositories.
It is pre-trained for natural language and programming
language. Previous studies [17], [25], [26], [27], [28], [29]
have shown the effectiveness of CodeBERT for capturing
semantics and context information of code and natural lan-
guage. In this way, the code changes and commit message
from the given commit can be transformed into the same
vector space.

3.2.1 Encoders
As mentioned above, TDREMINDER introduces double en-
coders which are based on CodeBERT to enhance the un-

derstanding of commit data. Given a commit as input, we
first extract the code changes x =

{
x1, · · · , x|x|

}
and the

commit message c =
{
c1, · · · , c|c|

}
(shown in the training

phase of Figure 3). These two sequences of tokens are then
used as the input of Code Change Encoder and Commit Mes-
sage Encoder, respectively. The structures of the two encoders
are basically the same. Each encoder contains 12 layers of
transformers. The hidden size of each layer is 768, and each
layer has a self-attention sub-layer which is composed of 12
attention heads. After feeding the sequence of tokens into
encoder, the encoder will calculate the contextualized repre-
sentations R, which includes final hidden states H of each
token and the representation vector of special token [CLS].
In order to better represent the sequence, TDREMINDER
applies the global max pooling [30] to compress the final
hidden state vectors of tokens. The vector representation v
obtained through the above calculation is used as the output
of the encoder.

We take the input of code changes x =
{
x1, · · · , x|x|

}
as an example. The final hidden state vectors of encoder is
Hx =

[
h1, · · · , h|x|

]
. Thus, the contextual vector represen-

tation vx of the code changes computed by the Code Change
Encoder is as follows:

vx = maxpooling(
[
hi

1, · · · , hi
k
]
), i ∈

[
1, |x|

]
, (2)

where k denotes the hidden size of the final layer.
Correspondingly, the Commit Message Encoder embeds

commit messages c =
{
c1, · · · , c|c|

}
into hidden state

vectors Hc. Likewise, the contextual vector representation
vc of the given commit message is calculated following
Equation 2.
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3.2.2 Multi Layer Perceptron
We use the information from commit messages to enhance
the comprehension of the code changes made. However
these code changes and their commit message are rela-
tively independent when they are represented as contextual
vectors. Therefore, we need to capture the relationships
between them to boost the performance of our method. In
order to address this, we employ a multi-layer perceptron
(MLP) to integrate the information from code changes and
commit message. The contextual vector representations vx
and vc are first concatenated as a separate vector u. Then
the multi-layer perceptron are applied to further extract
information from the vector u. In this way, our model has
the ability to capture the latent correlation between these
features. In the end, the probability distribution of the final
classification y ∈ {0, 1} is output by the last layer of
MLP. More precisely, the probability distribution of the final
classification Pθ

(
y| ⟨x, c⟩

)
is computed as:

u = [vx; vc] ,

r1 = a1(W1u+ b1),

...,

ri = ai(Wiri−1 + bi),

Pθ

(
y| ⟨x, c⟩

)
= σ(ri),

(3)

where Wi, bi and ai are the weight matrix, bias and ac-
tivation function of the i-th layer, σ is the sigmoid function
which can control the probability of the final output between
0 and 1.

3.2.3 Loss function
In our scenario, the number of positive samples is very
much lower than that of negative samples. Unfortunately,
there are a large amount of easy samples in these negative
samples. The model will easily identify which category
these easy samples belong to. At the same time, the trained
model will then be more inclined to classify the test data
into the category of these easy samples. Therefore, a model
which focuses more on hard samples will be more helpful
for our task.

To address this, we apply Focal Loss [18] to dynamically
adjust the loss of each sample. Focal Loss is a loss function
modified from the standard cross entropy loss function. The
Focal Loss used in our approach is computed as follows:

L(pt) = −αt(1− pt)
γ log(pt), (4)

where t indicates the time steps, α is a weighting factor
which controls the weight of different samples to the loss, γ
is a focusing parameter which controls the degree of atten-
tion to the difficult samples. Compared with cross entropy
loss, using a Focal Loss function can reduce the impact of
easy samples on model training [18], so that our model
will put more focus on hard, misclassified samples during
training. In other words, we utilize Focal Loss to increase
the learning rate of difficult cases, not just to mitigate the
influence from class imbalance.

4 DATA PREPARATION

We first introduce our data collection process from top-10k
Python and Java software repositories (ordered by the num-
ber of stars). Even though our dataset is built from Python

and Java datasets, our approach is language-agnostic and
can be easily adapted for other languages. We then present
our data construction process of dealing with the data
imbalance problem.

4.1 Experimental Dataset Preparation

In order to build a large-scale dataset, we first clone the top
10,000 repositories from GitHub according to the number
of stars. Repositories based on Java language or Python
language were collected to mitigate the threats to external
validity. Our study is not focused on one programming
language, but rather on the development practices from
the perspective of the entire repository. Many code changes
in open-source repositories often involve cross-language
collaboration [31], [32]. Therefore, we did not specifically
collect projects that use one particular language, but instead
selected projects that mainly use Java or Python as our
data source. For each repository, we extract all the commits
from the history. Every commit has a diff which repre-
sents the code change and a commit message describing
the change. In addition to TODO comments, FIXME and
XXX comments also indicate the existence of sub-optimized
code implementations [3]. We need to use repositories with
these types of code comment additions in their version
history. We check all the commits of each repository, and
if “TODO”/“FIXME”/“XXX” appears within any comment
of their diffs, the corresponding repository is retained. Any
repositories that have never introduced these types of anno-
tations in historical submissions are excluded. After filter-
ing, 5,467 Python repositories and 3,089 Java repositories re-
mained. Many open-source projects do not allow developers
to submit code changes which contain TODO/FIXME/XXX
comments [3]. Some developers also do not want to com-
mit their unfinished tasks in the form of these comments
on open-source platforms [1]. These may be the causes
why many of the repositories we collected do not contain
TODO/FIXME/XXX comments.

After obtaining the required Github repositories, all of
the commits from these repositories need cleaning and
preprocessing. First, we extract all the diffs and commit
messages from the commits of these repositories. Similar to
the previous works [33], [16], [34] dealing with commits, we
process diffs and commit messages respectively:

The commits with a diff larger than 1MB are all removed.
Some diffs may introduce several TODO/FIXME/XXX com-
ments. According to a previous study [16], this kind of
commits are also removed because they are often used to
batch update code comments. For the rest commits, diffs are
extracted and converted into lowercase. Then we delete the
diff header by using regular expressions. Commit IDs are
replaced by “⟨commit id⟩” to ensure semantic integrity. Fi-
nally, each diff is tokenized by blank space and punctuation
marks.

We lowercase text in all commit messages. We retain the
first sentences of the commit message since the first sen-
tences are usually summaries of the entire commit message,
as found by other researchers’ prior work [35], [33]. For the
same reason as diff cleaning, GitHub issue IDs and commit
IDs are replaced by “⟨issue id⟩” and “⟨commit id⟩”. Merge
and rollback commits are removed by checking whether the
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TABLE 1
Dataset summary statistics

Language TODO (Positive) FIXME XXX Negative Total

Python 78,241 15,565 26,648 5,742,081 5,862,535
Java 72,467 9,239 7,210 4,747,915 4,836,831

commit messages began with “merge” or “rollback”. We
remove these commits for the reason that they obviously
do not need to introduce comments to represent subopti-
mal implementations. Similarly, we tokenize the extracted
commit messages with blank space and punctuation marks.
In order to make our training and testing sets disjoint, we
further remove the duplicated commits in the corpus.

During the data cleaning and filtering process mentioned
above, approximately 31.35% and 34.32% of the commits in
the remaining Python and Java repositories were deleted,
respectively. Finally, we collected 5,862,535 and 4,836,831
cleaned data pairs from Python and Java repositories.
Among them, each Python and Java repository contributes
an average of 1,072 and 1,566 commits, respectively.

4.2 Dataset Construction
In this step, we marked all three types of code annotations
simultaneously. Our goal is to identify the TODO-missed
commits. The meanings and usage scenarios of FIXME/XXX
comments are different from those of TODO comments [36],
[37]. When submitting code changes, developers will choose
different tags based on their different corresponding content
of code change [38]. It is unreasonable to use these three
categories together as positive samples. During the data
processing process, we found that the number of FIXME
and XXX was much lower than that of TODO comments.
Based on the above two reasons, we do not add FIXME
and XXX comments to the positive samples for now. Thus,
the commits which introduce TODO comments are marked
as positive samples. Then, the remaining commits from
the same repository with positive samples are labeled as
negative samples. We only focus on the commits that add
new TODO/FIXME/XXX comments in the source code.
This is reasonable because it is the code change in that
commit that leads to the addition of a TODO/FIXME/XXX
comment. Finally, we completed the labeling of the data
and classified them into four categories. Table 1 shows the
statistical results for each category.

Once the labeling task is completed, we specifically
delete TODO comments in all diffs, otherwise, our model
can judge directly according to the addition and deletion
of TODO comments. When we detect a TODO comment
within a diff, we further check if the subsequent lines are
also comments. If so, these lines will be regarded as a part of
the TODO comment. Finally, the TODO comment is deleted
individually and the rest of the diff is tokenized again. The
purpose of this process is to prevent the introduction of
artificial traces indirectly caused by the deletion of TODO
comments. For commit messages, we did not perform this
cleaning operation. It is clear that our constructed dataset
is extremely imbalanced, the number of the TODO-missed
commits represents only a tiny percentage (i.e., around 1.5%)
of all commits.

The primary data used in this study was drawn from the
categories of “TODO (Positive)” and “Negative” in Table 1.
To help ensure the dataset’s quality, manual validation was
performed to confirm the accuracy of labels applied to
the samples. Given that both the datasets for Python and
Java demonstrated an imbalance, the research implemented
group sampling for each. We randomly selected 100 sam-
ples from both the positive and negative instances in each
dataset, respectively. For each set, the first author metic-
ulously checked whether each sample was assigned the
appropriate label based on the corresponding code changes
and commit messages. This involves identifying positive
samples where the pending task has been resolved but the
TODO comments remain unremoved, and identifying neg-
ative samples that contain either unfinished or suboptimal
implementations.

With respect to the Python dataset, the verification re-
sults indicated that 6% of positive samples were incorrectly
categorized, while a mere 1% of negative samples suffered
from misclassification. In the case of the Java dataset, the
misclassification rates for positive samples and negative
samples were 5% and 2%, respectively. The results affirm
that the overall accuracy of the labels in our provided
dataset is reasonably high.

4.2.1 Intra-project Dataset
After getting the labeled data, we first construct an intra-
project dataset using common general practices. We split all
the data pairs into three sets: training set, validation set and
test set. The imbalanced dataset may cause the performance
degradation of the models if it is not handled properly. In
order to ensure that the testing environment is similar to the
actual working environment, we do not perform resampling
when building the validation set and test set. This means
the distribution of the validation and test set are the same
as the real-world situations. We directly randomly select
50K samples as test set and validation set, respectively. For
the training set, we then perform resampling according to
a positive and negative sample ratio of 1:1. The purpose
of resampling is to reduce the bias of our model learning
caused by a large number of negative samples – this method
is widely used to deal with imbalanced data [39], [40], [41],
[42].

Finally, we follow the steps above to build our Python
and Java datasets. We refer this dataset as Intra-project
Dataset. We get 154k, 50k and 50k commit pairs in the
training set, validation set and test set respectively for
Python. For Java, there are 142k, 50k and 50k commit pairs
in training set, validation set and test set respectively. Our
model can learn and adjust the parameters from the com-
mon patterns contained in the training set. The validation
set can help us avoid overfitting as much as possible. Finally,
we can make detections on the test set to evaluate the
performance of our trained model.

4.2.2 Inter-project Dataset
Due to random segmentation of all data pairs, similar
commits from the same project may appear in both the
training and testing sets. This may lead to deviations in
the experimental results. LeClair et al. [43] also found a
similar phenomenon in code summarization task. In order
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to investigate the inter-project performance of our proposed
approach, we further construct a dataset which is split by
project. We first count the amount of processed data con-
tained in each remaining Java project and Python project. To
ensure a data volume distribution similar to the Intra-project
Dataset, we randomly select 1% of the projects and use all
the processed data pairs in these projects as the validation
set and test set. For the remaining projects, we extract all
positive samples from them and resample the same number
of negative samples to form the training set.

In the Inter-project Dataset, there are 154k, 52k and 35k
commits pairs in training set, validation set and test set
respectively for Python. For Java, we get 142k, 22k and
37k commit pairs in training set, validation set and test set
respectively.

5 EMPIRICAL EVALUATION

In this section, we present the setup and the results of
our empirical evaluation. First, we describe the baselines,
training settings and the evaluation metrics used in our
experiments. We evaluate the performance of our approach
TDREMINDER on the datasets described in Section 4. The
research questions and the experimental results on Intra-
project Dataset are described in Section 5.4. Then we inves-
tigate the inter-project performance of different methods in
Section 5.5. Finally, we present some manual analysis of the
results in Section 5.6.

5.1 Baselines

Since there is no previous work on detecting the TODO-
missed commits that we could find, we have to construct base-
lines by ourselves. In order to compare the effectiveness of
the proposed approach with other methods, we implement
three baselines:

Random Guess: When there is no previous method
for addressing the same research question, random guess
is usually selected as a baseline [44], [45]. For each given
commit, the Random Guess model will randomly determine
whether it is a TODO-missed commit or not. Thus the eval-
uation metrics used in our experiments can be computed
directly.

TODO Overlap Commit Message: It is a reasonable
heuristic baseline which based on lexical overlap. Commit
message is often the summary of the code change. If the
submitter of the commit think there is a need to add
TODO comments to the source code, he/she may mentions
TODO related content in the commit message. Therefore,
we manually read a large number of commit messages
and collected some keywords with similar semantics. These
TODO overlap keywords are as follows: “todo”, “unfin-
ished”, “later”, “workaround” and “temporarily”. Then we
create this baseline as follows: if any keyword is mentioned
in the corresponding commit message of a commit, the
commit is considered as a TODO-missed commit.

Random Forest based on Code Change: Random Forest
(RF) [46] is an ensemble approach which combines many
tree predictors. Each tree predictors in the forest depends on
the values of a random vector sampled independently and
with the same distribution for all these trees. Random Forest

can often achieve good performance because it units many
differently trained trees, it can mitigate overfitting and is not
sensitive to outliers. Random Forest is also selected as one
of the baselines in many works of software engineering [13],
[47], [48], [49]. In our experiment, we first preprocess all
the code changes by stop-word removal and tokenization.
Then we embed the code change into vectors by word2vec
technique [24]. At last, the mean of word embedding vectors
are used as the input to the Random Forest algorithm.
The Random Forest algorithm will output the probability
distribution and its inference result for each commit.

5.2 Training Details
Our TDREMINDER approach was developed using the Py-
torch framework in Python. The pre-trained model Code-
BERT [17] is used as the encoder component for both code
change and commit message. CodeBERT is easy to adopt
in our approach. Due to the training design of CodeBERT
model, it can handle source code and natural language
well. While training the model, the dimension of final
hidden state our encoders is 768. The output of encoders
(Code Change Encoder and Commit Message Encoder) will be
compressed into a 768 dimensional vector. The max length
setting of the tokenizer is set to be 512, which is the max-
imum value of this optional parameter. The training batch
size is set to be 16. We use AdamW [50] optimizer algorithm
to optimize the parameters of our model with 2e-5 initial
learning rate. The α and γ in Equation 4 is set to be 0.25 and
2.0 by default following the setting used by Lin et al. [18].
The maximum number of training epoch is set to be 10. We
validate our model every epoch on the validation set. The
model which performs best on the validation set is used
as the final trained model for evaluation. We carry out all
our experiments on a Ubuntu 20.04 server with one Nvidia
A800 GPU and 80G memory, and 20 cores 3.7GHz CPU and
32GB memory.

5.3 Evaluation Metrics
Considering the highly imbalanced data (e.g., the positive
samples is only around 1.5% on average) for our specific
task, the traditional evaluation metrics (e.g., Precision and
Recall) are not suitable for this usage scenario. We thus
evaluate our approach with the following two evaluation
metrics which are widely-adopted for unbalanced dataset
evaluation [13], [51], [52].

AUC: AUC is a widely-used evaluation metric in many
software engineering studies [13], [53], [51]. AUC repre-
sents the area under receiver operating characteristic (ROC)
curve. The value of AUC ranges from 0 to 1, and higher
AUC values indicate better performance, and a value of 0.7
is often considered as promising performance for different
tasks. We choose the AUC metric for our study because of
the following reasons: (a) AUC is robust towards imbal-
anced data distribution [53], [51]. The class distribution may
affect some traditional evaluation metrics like precision,
recall and F1-score and leads to unfair comparative experi-
ments. Considering the dataset in our study is extremely im-
balanced, we thus use AUC as one of the primary indicators
due to its insensitive feature to class distributions. (b) AUC
has the feature of statistical interpretable, for our case, AUC
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TABLE 2
Comparison results with baseline models on different datasets

Language Approaches AUC Cost-effectiveness

Python

Random Guess 50.0% 20.0%
Commit message 52.1% 23.9%
Random Forest 73.5% 50.0%
TDReminder 94.5% 91.6%

Java

Random Guess 50.0% 20.0%
Commit message 53.2% 26.3%
Random Forest 74.3% 52.2%
TDReminder 95.2% 93.6%

can be interpreted as the ability of a model to distinguish
the positive cases (i.e., the TODO-missed commits) from the
negative cases (i.e., the not TODO-missed commits). (c) AUC
is threshold independent [54]. The setting of the threshold
can determine whether the commit is labeled as positive
or negative. However, in many cases like class imbalance
case, the threshold can be changed according to the actual
situation. Precision, recall and F1-score rely on the setting of
the threshold, while AUC can independently evaluate the
performance of the model.

Cost-effectiveness: Cost-effectiveness aims at maximiz-
ing the benefits by spending the same amount of cost,
which has been widely used as an evaluation metric for
defect prediction [55], [56], [52]. In our context, the cost
is amount of commits to inspect, and the benefit is the
number of TODO-missed commits that can be discovered.
If we inspect all the inferred commits, the percentage of
the TODO-missed commits is the recall. However, due to
time constraint and/or limited resources, developers can
only inspect a limited number of software commits. For this
kind of situation, it is desirable to identify as many TODO-
missed commits as possible while minimizing the number
of commits to inspect, therefore, we introduce the cost-
effectiveness evaluation metric for such cases. Particularly,
the cost-effectiveness in our study denotes the recall of the
TODO-missed commits when using 20% of the entire effort
required to inspect all commits to inspect the top ranked
commits.

5.4 Experimental Results
We want to answer the following three research questions:

• RQ1: How well does our TDREMINDER perform against the
baselines?

• RQ2: What are the impacts of the different components in
our model?

• RQ3: How does focal loss affect the performance of our
approach?

Same as most of studies, we conduct extensive experi-
ments on Intra-project Dataset to answer the above three
research questions, results discussed below.

5.4.1 RQ1: How does our TDREMINDER perform against
baselines?
Motivation. In order to evaluate the effectiveness of our pro-
posed approach, we conducted a comparative experiment
with our method and baselines. Due to the lack of previous
work to address the detection of TODO-missed commits,

we have constructed several basic methods as baselines.
Compared to these baselines, we wanted to evaluate the
overall performance of our TDREMINDER in terms of the
AUC and Cost-effectiveness.
Approach. We compare TDREMINDER against the three
baselines described in Section 5.1. For a better presentation
of our experimental results, we refer to the baseline “TODO
Overlap Commit Message” as Commit message and “Ran-
dom Forest based on Code Change” as Random Forest. As
described in Section 5.3, the selection of evaluation metrics
needs to be suitable for the scenario of this work. To show
the comprehensive classification ability of the models, we
used AUC and cost-effectiveness in our experiments. These
two metrics are more robust and appropriate to evaluate the
performance in this task. We trained Random Forest and
TDREMINDER on the training set and conducted inference
on the test set.
Results. Table 2 presents the results of different methods
applied to the Python dataset and Java dataset. From the
table, we can see that Random Guess and Commit message
have low AUC scores and cost-effectiveness scores. The
performance of Commit message is slightly better than Ran-
dom Guess. This phenomenon demonstrates that although
Commit message can identify some TODO-missed commits,
it still misses a lot of positive samples. From the results,
we can see that the proportion of TODO-missed commits that
can be identified by using the TODO keyword in commit
messages is very small. On the other hand, when developers
introduce a TODO comment into the source code, they will
sometimes mention relevant content in the commit message
when submitting the commit. The information contained
in the commit message can help us detect TODO-missed
commits, but we can not rely entirely on the commit message.

Random Forest based on Code Change, which com-
bined with Random Forest and word2vec technique, per-
forms the best among all the baselines on two datasets.
The technique Random Forest baseline employed, Random
Forest [46], is widely used in classification tasks in various
fields and has achieved good results. In addition, unlike
a simple method checking whether there is lexical over-
lap, Random Forest applies the word2vec technique [24]
to capture the semantic information in the code changes.
Word2vec is a popular technique for embedding text into a
vector representation. Nevertheless, the word2vec technique
still suffers from some serious issues. Word2vec technique
can not capture dependency information over a long dis-
tance and can not deal with the problem of polysemy [57].
For example, when the same function name appears in two
distant positions within a long diff, word2vec will not be
able to capture the relationship. Some polysemous words
that may appear in a commit, such as “pointer” (could refer
to a programming ”pointer” or a UI ”cursor”), cannot be
handled by word2vec. It’s possible that these technique dis-
advantages could limit the effectiveness of Random Forest.

In our experiments, the improvement ratio of our ap-
proach is computed as Ours−baseline

baseline ∗ 100%. Compared to
the Random Forest on the Python dataset, TDREMINDER
outperforms Random Forest by 28.6% and 83.2% in terms
of AUC and cost-effectiveness, respectively. As for the com-
parison experiments based on the Java dataset, the rela-
tive improvements of TDREMINDER are 28.1% and 79.3%
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TABLE 3
Effectiveness of each components in TDREMINDER

Language Approaches AUC Cost-effectiveness

Python
Drop-CC 75.3% 53.4%
Drop-CM 93.1% 89.3%
TDReminder 94.5% 91.6%

Java
Drop-CC 76.8% 55.4%
Drop-CM 94.0% 90.2%
TDReminder 95.2% 93.6%

w.r.t. AUC and cost-effectiveness, respectively. On average,
TDREMINDER outperforms Random Forest by 28.4% and
81.3% in terms of AUC and cost-effectiveness respectively.
Our approach achieves the best performance for all eval-
uation metrics in experiments. We attribute our good per-
formance to the following three points: (1) We make full
use of information from different resources, e.g. diff and
commit message. The information from the commit mes-
sage further enhances the understanding of code change.
(2) CodeBERT is employed to further represent input into
contextual vectors. For the reason that CodeBERT is pre-
trained with natural language and source code, the diff and
commit message can be transformed into the same vector
space. Thus, our approach is able to better understand their
semantics and connections, and then distinguish TODO-
missed commits. (3) With the help of focal loss, TDREMINDER
has better learning ability for hard samples.

Furthermore, we can observe that TDREMINDER is stable
on both Python and Java datasets. This demonstrates the
generalization of our approach. We believe TDREMINDER
can support other programming languages just as well.

In summary, TDREMINDER obtains higher AUC as well
as cost-effectiveness scores than all the baselines on our
two datasets, demonstrating the superior performance of
our approach.

5.4.2 RQ2: What are the impacts of different components
in our model?
Motivation. To better capture the semantic features of the
software commits, we adopt two encoders, i.e., Code Change
Encoder (CC Encoder) and Commit Message Encoder (CM En-
coder), to encode the code change and the commit messages
respectively. To verify the effectiveness of the two input
components, we conduct a component-wise evaluation to
evaluate their individual performance as well as their con-
tributions one by one.
Approach. To answer this research question, we first build
two incomplete versions of TDREMINDER:

1) Drop-CM: For a given commit, we only consider the
code change of this commit and ignore the commit
message, in other words, it only uses the Code Change
Encoder and drops the Commit Message Encoder.

2) Drop-CC: For a given commit, we only consider the
commit message as input and ignore the associated
code change. In other words, we keep the Commit
Message Encoder and drop the Code Change Encoder.

Then we train the above two variants and TDREMINDER
using both Commit Message Encoder and Code Change Encoder

TABLE 4
The impact of focal loss

Language Approaches AUC Cost-effectiveness

Python Drop-FL 93.4% 89.7%
TDReminder 94.5% 91.6%

Java Drop-FL 94.1% 89.9%
TDReminder 95.2% 93.6%

according to the training details described in section 5.2.
Finally, we compare the performance of these three ap-
proaches on the test set.
Results. The experimental results of the component-wise
evaluation are shown in Table 3. It can be seen that:

• By comparing the performance of our approach with
Drop-CC and Drop-CM, we can measure the perfor-
mance improvements achieved by incorporating the
commit messages and code change as inputs. For exam-
ple, incorporating the information of commit messages,
the AUC, Cost-effectiveness of our approach score in-
creases 1.5% and 2.6% on Python dataset and 1.3%,
3.8% on Java dataset. By incorporating the code change,
the AUC, Cost-effectiveness of our approach increases
25.5%, 71.5% on Python dataset and 24.0%, 69.0% Java
dataset. It is clear that the code change do make a sig-
nificant contribution to the overall performance of our
approach. On this basis, the commit message further
enhances the performance of the approach.

• To bridge the gap between status of the software com-
mits and the code semantics, we introduce the Code
Change Encoder and Commit Message Encoder compo-
nents for capturing the features from code change and
commit message respectively. No matter which com-
ponent we dropped, it hurts the overall performance
of our model. This also verifies the importance and ne-
cessity of incorporating the double encoder architecture
for our model.

In summary, both the Code Change Encoder and the
Commit Message Encoder are effective and helpful to
enhance to performance of our approach.

5.4.3 RQ3: How does focal loss affect the performance of
our approach?
Motivation. In our TDREMINDER, focal loss is applied to
mitigate the influence from the large number of simple
samples in our imbalanced datasets. Focal loss modifies the
traditional cross entropy loss and makes the model pays
more attention to the samples that are difficult to classify.
In focal loss, the weight of loss brought from the hard,
misclassified samples are enlarged, while the weight of
the easy sample is decreased. It is widely used in various
classification tasks, i.e., object detection, emotional analysis
and text classification, and achieves good results. In this
research question, we conduct an ablation study to analyze
the performance gain achieved due to the focal loss.
Approach. In order to eliminate the impact of focal loss,
we replace the focal loss with cross entropy loss function
which is commonly used in classification algorithms. Then
we retrain the TDREMINDER on the Intra-project Dataset
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TABLE 5
Inter-project performance of different methods

Language Approaches AUC Cost-effectiveness

Python

Random Guess 50.0% 20.0%
Commit message 52.2% 24.3%
Random Forest 68.8% 42.7%
TDReminder-inter 92.8% 86.9%

Java

Random Guess 50.0% 20.0%
Commit message 52.3% 24.5%
Random Forest 61.2% 30.7%
TDReminder-inter 94.8% 89.8%

again. To facilitate reading, Drop-FL is used to represent
the variant that does not use focal loss in TDREMINDER.
Results. Table 4 shows the results. From the table, we
can see that the performance of TDREMINDER is bet-
ter than Drop-FL on both datasets. For Python dataset,
TDREMINDER outperforms Drop-FL by 1.2% and 2.1% w.r.t.
AUC, and cost-effectiveness, respectively. On Java dataset,
TDREMINDER outperforms Drop-FL by 1.2% and 4.1% in
terms of AUC, and cost-effectiveness, respectively. The aver-
age improvements are 1.2% and 3.1% in terms of AUC, and
cost-effectiveness, respectively. In summary, focal loss func-
tion is helpful and effective for the task of TODO-missed
commits detection. These experimental results verify the
importance of focal loss in our proposed TDREMINDER
method.

5.5 Inter Project Performance

Motivation. When merging data from all repositories and
segmenting the dataset, there is a risk of similar or even
identical samples appearing in the training, validation, and
testing sets. For these data, the model will be able to
make inferences easily. This will result in higher AUC and
cost-effectiveness scores, resulting in deviation in model
performance evaluation. When the model is used to make
inferences on data from other projects, it may not perform
as expected.
Approach. In order to study the generalizability of our ap-
proach, we further construct the Inter-project Dataset which
is split by project (as described in Section 4.2.2). Then the
proposed TDREMINDER and the baselines are retrained and
tested on the Inter-project Dataset.
Results. Table 5 shows the inter-project performance of
different methods. From the table, we can find that our
approach TDREMINDER outperforms Random Forest by
34.9% and 103.5% in terms of AUC and Cost-effectiveness
respectively on the Python dataset. As for the Java dataset,
the relative improvements of TDREMINDER are 54.9% and
192.5% in terms of AUC and Cost-effectiveness, respectively.
The performance of our approach TDREMINDER is still
ahead of the baseline method Random Forest, and even
more advanced on the Inter-project Dataset than on the Intra-
project Dataset.

Compared with the results of intra-project performance
in Section 5.4.1 (shown in Table 2), we can see that all meth-
ods except for heuristic-based have shown a decrease in per-
formance. This phenomenon is similar to the findings from

LeClair et al. [43]. The AUC and Cost-effectiveness scores
of baseline Random Forest dropped 12.0% and 27.9% on
average, respectively. For TDREMINDER, the AUC and Cost-
effectiveness scores dropped 1.1% and 4.6% on average.
Despite the performance penalty, our approach is relatively
less degraded. There are two main reasons, the first is that
the corpus we provide is broad enough for models to learn
the features, and the second is the excellent representation
and learning ability of the approach we propose.

In conclusion, the experimental results on the Inter-
project Dataset show the good generalizability of our pro-
posed TDREMINDER.

5.6 Manual Analysis

In this section, we further discuss the reasons why our
approach outperforms others by manually investigating
some samples from the experimental results. TDREMINDER
utilizes the information from diff and commit message for
better performance of the model. Our experiments described
above have shown the effectiveness of our approach. To
further examine the performance of TDREMINDER, we man-
ually inspected the inference results on our test set from
different baselines.
Approach. For both Python and Java datasets, we randomly
sampled 50 positive and 50 negative samples from their
test sets. Subsequently, we obtained the inference results
of various baselines and TDREMINDER for these samples.
After carefully examining all the samples, four representa-
tive examples are selected to show in the qualitative results.
Figure 4 shows the examples. To better showcase the orig-
inal intent of the code committers, we have reinserted the
TODO comments that were removed from the diffs back
to their original positions. In the actual dataset, if a TODO
comment does not occupy an entire line, as shown in the
first and fourh examples of Figure 4, the TODO comment
within that line will be individually deleted. If a TODO
comment occupies a single line or multiple lines on their
own, then these lines (including newline characters) will be
removed together.
Results. In the first example, the developers submitted
the commit without implementing specific logic under the
“request.method == ‘POST’” branch. All of the baselines,
i.e., RG (Random Guess), TOCM (TODO Overlap Com-
mit Message), and RFCC (Random Forest based on Code
Change), are unable to accurately determine whether this
commit is a TODO-missed commit. However, our method
can successfully identify this commit as TODO-missed. We
attribute its better performance to two reasons: (1) The pre-
trained CodeBERT that TDREMINDER employed is well-
trained for natural language and programming language.
Furthermore, our model has been trained on the large-
scale dataset and learned the common patterns from the
semantic features. Thus, our model has a better semantic
understanding of code changes and commit messages. (2)
TDREMINDER absorbs the knowledge from the commit
message. In this case, the commit message attached to
the commit says, “Add ‘create-association’ API endpoint
method (unfinished)”. In the submission history of repos-
itories, vocabulary representing unfinished semantics often
appears simultaneously with pending tasks. Therefore, the
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Example 1: brettkromkamp/contextualise   (stars: 918)

@@ -223,3 +223,18 @@ def get_associations(map_identifier, topic_identifier):
+  def create_association(map_identifier, topic_identifier):
+        topic_store = get_topic_store()
+        topic_map = topic_store.get_topic_map(map_identifier, current_user.id)
+        if topic_map is None:
+             return jsonify({"status": "error", "code": 404}), 404
+ 
+        if request.method == "POST":
+             pass  # TODO: Implement logic
+
+        return jsonify({"status": "success", "code": 201}), 201

Commit message: Add 'create-association' API endpoint method (unfinished)

RG:                  TOCM:                  RFCC:                  TDReminder:

Example 2: mucommander/mucommander   (stars: 554)

@@ -24,6 +24,7 @@
     import java.io.IOException;
+    import java.security.NoSuchAlgorithmException;
@@ -50,6 +51,12 @@
+    // Method temporarily overridden to prevent the unit tests from failing
+    public void testInputStream() throws IOException, NoSuchAlgorithmException{
+        // Todo: fix the InputStream
+    }
     /////////////////////////////////////////
     // AbstractFileTestCase implementation //

Commit message: testInputStream temporarily overridden to prevent unit tests

from failing while the problem is being fixed.

RG:                  TOCM:                  RFCC:                  TDReminder:

Example 3: astropy/astroquery   (stars: 655)

@@ -15,6 +15,10 @@
                   u'kmos', u'sinfoni', u'amber', u'midi', u'pionier',
                   u'gravity']
+ # Some tests take too long, leading to travis timeouts
+ # TODO: make this a configuration item
+ SKIP_SLOW = True
+     
@remote_data

Commit message: Skipping slow eso test, it run 246s & 281s for me locally

RG:                  TOCM:                  RFCC:                  TDReminder:

Example 4:  apache/jackrabbit-oak (stars: 350)
@@ -44,7 +44,7 @@
- public class SecureNodeState extends AbstractNodeState {

+ class SecureNodeState extends AbstractNodeState {// TODO

     /**
     * Underlying root state, used to optimize a common case
@@ -45,7 +45,6 @@
import org.apache.jackrabbit.oak.commons.PathUtils;

- import org.apache.jackrabbit.oak.core.SecureNodeState;
Commit message: OAK-709:Consider moving permission evaluation to the node state

level. Remove the earlier equals() hack and make SecureNodeState package-private
RG:                  TOCM:                  RFCC:                  TDReminder:

Fig. 4. Manual Analysis Examples

model learned the association between these words and
TODO-missed commit in the training phase. The keyword
“unfinished” further helps our model identify this TODO-
missed commit.

The second example shows a similar situation. Because
we remove the TODO comments from the code changes
when we build our datasets, TDREMINDER finds that there
is nothing in the “testInputStream()” function in this case.
The commit message and the comment in the code change
both mentioned that this function is only temporarily over-
ridden to prevent a test from failing. Based on this informa-
tion, TDREMINDER can determine that the commit is still
an incomplete implementation and there is a need to apply
further TODO actions.

Our model has learned the code patterns of TODO-
missed commit from the large training set, and the encoder
component for commit messages further enhances the per-
formance. Although certain keywords in commits can assist
in identifying TODO-missed commits, some text from the
commits may also mislead our model, and these commits
sometimes do not need to introduce TODO comments at
all. To validate our assumptions, we conducted probing
like Karmakar et al. [58] to investigate whether keywords
in commits can assist in the detection of TODO-missed
commits. We randomly selected samples from the test set
of the Intra-project Dataset that contained keywords such

as ’unfinished’, ’later’, ’workaround’, and ’temporarily’ in
their commit messages. For both Python and Java datasets,
we retrieved 10 positive samples and 10 negative samples,
respectively. Subsequently, we employed TDREMINDER to
conduct inference on these samples. For the positive sam-
ples, which contained these keywords and were actually
TODO-missed commits, TDREMINDER accurately identified
all of them. Regarding the negative samples, TDREMINDER
correctly inferred 6 out of the Java samples and 7 out of
the Python samples. This shows that even if these keywords
appear in negative samples and cause some misdirection,
our model’s understanding of code changes can mitigate the
impact of this misguidance. These results, to some extent,
reflect the correctness of our assumptions.

Upon inspecting the inference results, we observed that
numerous test commits do not contain any prompt words
in the commit message or source code. Nevertheless, our
method accurately identifies these commits. For instance,
in the third case illustrated in Figure 4, the developer
introduced a “SKIP SLOW” parameter to circumvent tests
that are frequently timed out due to their prolonged execu-
tion. While this approach may not directly lead to system
crashes, integrating the parameter into a configuration file
would offer a more optimal solution, facilitating uniform
settings across developers. In the fourth case in Figure 4, the
developer make the SecureNodeState package private.
According to our experience, it’s essential to verify if associ-
ated calls in other packages have been removed. Otherwise,
this will cause the relevant module to compilation failures.

In the above two examples, TDREMINDER successfully
recognizes instances of suboptimal code implementation
even without any prompts from relevant comments or
commit messages. This capability arises from its training
on expansive datasets. Such training enables the model to
accurately identify similar situations based on the learned
patterns, equipping it to detect code submissions that re-
quire further improvement. While the training data derives
from scenarios of suboptimal implementations acknowl-
edged by developers, the amassed development insights of-
fer valuable assistance to the broader developer community.
However, there are also some cases that our method can not
handle well. When the code changes are too complicated,
such as the modification of multiple submodules, it is often
difficult for TDREMINDER to learn their semantic informa-
tion. At this time, we may need to rely on the semantic
features in commit messages. If the commit message is of
low quality, TDREMINDER will not be able to make correct
detections in such a situation.

6 USER STUDY

In order to evaluate the performance of TDREMINDER more
comprehensively, we choose metrics that are threshold inde-
pendent and robust towards imbalanced data distribution in
the above experiments. In this section, we study the poten-
tial practical value of TDREMINDER. While our proposed
TDREMINDER can assist developers in identifying TODO-
missed commits, it is more actionable for developers if we can
also offer interpretable suggestions of “where” and “what”
TODOs should be added. To this end, inspired by the
remarkable performance of Large Language Models (LLMs)
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in natural language understanding and logic reasoning, we
have integrated TDREMINDER with LLMs to construct a tool
more tailored for software engineers. It is also an attempt to
utilize TDREMINDER to build practical development plug-
ins. Following this, we designed a user study to investigate
the tool’s efficacy in aiding developers to detect suboptimal
code implementations. Our study design was approved by
Zhejiang University’s Ethics Advisory Board.

6.1 Tool Implementation

The overall architecture of the tool is shown in Figure 5.
TDReminder module: Given a commit submitted by a
developer, we first extract its code change (represented by
diff ) and associated commit message. These are then fed into
TDREMINDER. The TDREMINDER first determines whether
this commit is a TODO-missed commit. If not, there is no need
for further action. If it is, the commit is then input into the
subsequent retrieval module.
Retrieval module: The retrieval module first preprocesses
all the training corpus. Utilizing the trained Code Change
Encoder which is described in Section 3.2.1, it represents
every diff in the training set as vectors, facilitating similarity
calculations. The collection of these vectors is denoted as T .
Whenever a TODO-missed commit c is inputted, the retrieval
module also uses the Code Change Encoder to represent its
diff as a vector vc. Subsequently, the module computes the
cosine similarity between vc and every vector in T . Finally,
all commits from training set are ranked by similarity scores,
and the most similar historical commit ch is selected.
LLM module: After obtaining the historical commit record
ch most similar to the TODO-missed commit c, we utilize
them to construct prompts for the LLM. The prompt we
construct are as follows:

You are an software engineer with 10 years of software
development experience and is very familiar with the
popular open-source software repositories on GitHub.
Given a code changes (diff) and its associated commit
message which contain a suboptimal implementation or
a task that is yet to be completed. So we need to insert a
TODO comment to highlight this. Here is an example:
-diff: {diff of ch}
-commit message: {commit message of ch}
Please analyze and determine where and what TODO
comment should be inserted for the following commit:
-diff: {diff of c}
-commit message: {commit message of c}

For convenience, we currently use gpt-3.5-turbo-0125 1

as the base LLM for our implementation. The temperature
value used for all API calls is set to be 0.2 [59]. Given
the aforementioned prompt, it will analyze and suggest
where and what TODO comments users should insert. In
this manner, our user tool can seamlessly transition from
identifying suboptimal code implementations to suggesting
actionable TODO comments.

1. https://platform.openai.com/docs/models/gpt-3-5-turbo

LLMCommit message

Code change

TDReminder Suggestion

Training corpus Retrieval module Prompts

Fig. 5. The architecture of the user tool.

6.2 Study Design

To investigate the usefulness of our user tool in helping
developers discover suboptimal code implementations, we
conducted a user study. Through posting on the internal
forum of Zhejiang University, we recruited a total of 40
volunteers to participate in our user research. These volun-
teers were required to have some development experience
with Java or Python, and they were enthusiastic about using
intelligent development plugins. Each participant was paid
40-80 Chinese Yuan when they completed the user study.
This payment amount is comparable to the rates offered for
various other experimental recruitments within the forum.
Among them, 20 participants have industrial experience in
Java programming ranging from two to six years (referred
to as G1), and 20 participants have more than three years
of Python industrial development experience (referred to as
G2).

To mitigate biases from our imbalanced dataset, we
randomly selected 50 samples, including 25 positive and 25
negative ones, from Java and Python test sets respectively
as our evaluation data. Since we have already removed
duplicate commits during dataset preparation (described in
Section 4.1), the samples we drew from the test set would
not coincide with the data in the retrieval corpus. To ensure
that there were no mislabeled data in these samples, the first
two authors manually checked the samples. Whenever we
identified mislabeled data, we removed it and resampled
another one from the remaining test set. G1 is required to
evaluate the 50 commits of the Java programming language.
Accordingly, the 50 Python code changes are evaluated
by G2. To compare the effectiveness of different tools in
assisting developers in identifying suboptimal code imple-
mentations, we further divided each group’s 20 participants
into four subgroups, namely subgroups A, B, C, and D.

In our user study, each participant first received a task
guide. Participants were informed that they would receive
variable payment depending on the number of correct an-
swers that they make [60]. Then they were asked to read 50
commits one by one with suggestions from different tools
and determine whether each commit needed to insert an
additional TODO comment.

• For subgroup A, the provided suggestions come from
the user tool which is referred as TDReminder.

• For subgroup B, we constructed a variant called
TDReminder−r . This variant eliminates the retrieval
module from the TDReminder and directly requests the
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LLM to generate suggestions based on the provided
commits.

• As for subgroup C, the suggestions were based on base-
line Random Forest because it performs best among
various baseline methods. We directly provided the
inference results of Random Forest to the evaluators.

• Subgroup D, serving as the control group, was not
provided with any additional suggestions.

Then the participants only need to choose one answer
from ‘Yes’ (additional TODOs need to be inserted), ‘No’
(no need to add additional TODOs), or ‘Uncertain’ (not
sure if the commit is TODO-missing) for each sample. The
time each participant spent to complete the questionnaire
was recorded. Furthermore, the order of these samples in
the questionnaire was shuffled, and participants were told
that the provided suggestions may be not reliable. The
participants were permitted to search the internet for any
information.

Since the participants need to analyze 50 commits, there
is a risk that participants may directly accept the pro-
vided suggestions without thinking on their own. Therefore,
we added an additional attention check [61] in the ques-
tionnaire to mitigate its impact. We borrowed an idea of
building the attention check from previous work [62], [63],
[64]. We first sampled a new commit and added an extra
statement at the end of its code change, “This is an attention
check. Please select ‘uncertain’.” Then, for the provided sug-
gestion in groups A, B, and C, we included some analysis
text that is completely unrelated to the commit itself. For
group D, suggestions were still not provided for reference.
The attention check question appeared randomly in the
questionnaire. In this way, participants who blindly answer
questions or simply follow suggestions could be identified.

After completing these questions, participants of sub-
groups A, B, and C were required to answer two additional
questions: 1) Please rate the usefulness of the suggestions
provided on a scale of 1 to 5 (where 1 represents “not
useful at all” and 5 represents “extremely useful”). 2) Do
you think this tool could assist you in software development
and maintenance? Please share your thoughts and briefly
describe any specific benefits or potential issues that the tool
might bring.

TABLE 6
Results of the User Study

Language Suggestions Accuracy (%) Time (min) Uncertain (%) Usefulness

Python

No Suggestions 57.2± 5.4 33.5± 3.7 13.2± 3.9 -
RandomForest 63.5± 7.7 27.7± 3.0 10.0± 4.9 2.0± 0.8
TDReminder−r 81.2± 7.4 30.1± 2.5 6.0± 3.2 3.8± 1.1
TDReminder 86.4± 3.8 29.1± 3.1 3.6± 1.7 4.0± 0.7

Java

No Suggestions 55.6± 6.1 31.7± 3.0 16.0± 2.4 -
RandomForest 66.0± 9.1 26.8± 3.5 14.0± 5.4 2.4± 0.5
TDReminder−r 82.4± 6.7 27.3± 2.2 6.4± 1.7 3.8± 1.1
TDReminder 83.2± 5.9 27.6± 1.5 5.6± 3.8 3.8± 0.8

6.3 Results
Consistent with previous work [62], [63], [64], we first
identified participants who did not pass the attention test.
In our user study, one person in the “RandomForest” sub-
group of the Python language failed the attention check.
This participant only received the lowest payment and their

result was discarded. Table 6 presents the average accuracy,
the completion time for the questionnaire, the proportion of
“Uncertain” choices, and usefulness scores across different
groups.

(1) From the table, it is evident that when developers
were left to judge based solely on the content of the commits
without any reference suggestions, the average accuracy for
both Python and Java language samples was only 56.4%.
With the suggestions from the baseline RandomForest, the
average accuracy rate rose to 64.8%, though it still remained
relatively low. In contrast, with the assistance of our user
tool, participants’ accuracy surged to 84.8% on average.
In terms of accuracy, TDReminder outperforms the best
baseline by 36.1% and 26.1% on Python and Java samples,
respectively. Since our tool is a two-phase approach, we
further examined the misclassification of samples by our
tool and Random Forest, respectively. For TDReminder, it
misclassified 7 out of 50 on both Python and Java samples.
As for the tool based on Random Forest, the number of
misclassifications on Python and Java samples is 15 and 16,
respectively. Differences in accurately detecting suboptimal
implementations may result in varied accuracy of partic-
ipants’ responses across different tools. We further con-
ducted a Wilcoxon rank-sum test [65] to evaluate whether
the differences between TDReminder and the above two
baselines are statistically significant. The results showed that
the improvements in our tool are all statistically significant
at a 95% significance level. For the Python language, the
p-values are 0.009 and 0.014 when comparing TDReminder
with methods “No Suggestions” and “RandomForest”, re-
spectively. Similarly, for the Java language, the p-values are
0.009 and 0.012. This experimental result not only shows the
excellent performance of our tool in detecting suboptimal
code implementations but also demonstrates the usefulness
of the suggestions provided by our tool.

(2) For the completion time, we can see that the control
group that did not provide any suggestions took the longest
time on average. Developers spent an average of 32.6 min-
utes on the questionnaire without the assistance of any
tool. When utilizing recommendations from TDReminder,
the time spent was reduced to an average of 28.4 minutes.
The time for participants to answer each question is approx-
imately 34.1 seconds. Compared to ”No Suggestions”, the
completion time of TDReminder is shorter with statistical
significance at the 95% confidence level on both Python
and Java samples. Specifically, the p-values are 0.047 and
0.028, respectively. In addition, although the completion
time of the “RandomForest” group is similar to that of
the TDReminder, the low accuracy of this tool in detecting
TODO-missed commits led to the participants in this group
being misled.

(3) According to the uncertain rate in Table 6, our
tool effectively decreased the rate of ’uncertain’ choices
by participants, indicating a reduction in their confusion.
Compared to “No Suggestions”, the assistance from our
user tool has reduced the uncertainty ratio from 14.6%
to 4.6% on average. Such findings highlight the tangible
effectiveness gains that our proposed tool provides during
software development and maintenance.

(4) For the rating of the usefulness of the tool by the
participants, we can see that the average usefulness score
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RandomForest-based: No need to add TODO. 

TDReminder-based: Based on the given code changes and commit message, the 
TODO comment should be added in the `testServerNoCloseHandshake()` method. 
The comment should describe the pending task related to the failing test.  
 
Here's an example of the TODO comment: 
 
```java 
// TODO: Investigate and fix the failing test for server close handshake 
``` 

 

RandomForest-based: Need to add TODO. 

TDReminder-based: Based on the given code changes and commit message, the 
TODO comment should be added to the line where the change `numel = 
np.prod(init.shape).astype(np.int32)` is made. The comment should describe the 
pending task related to this change.  
 
Possible TODO comment:  
 
``` 
# TODO: Verify if casting to np.int32 is necessary for numel calculation 
``` 

 

RandomForest-based: No need to add TODO. 
TDReminder-based: Based on the given code changes and commit message, the 
TODO comment should be added to the line where the list of supported locale tags is 
hardcoded.  
The TODO comment should be added to the line where the list is defined, like this: 
```java 
// TODO: Update the list of supported locale tags dynamically to include all available 
locales 
``` 
This TODO comment instructs developers to update the list of supported locale tags so 
that it dynamically includes all available locales. 

Commit message: Fix build (#829) 
* jax.numpy.prod -> np.prod 
* Comment 

Commit message: Make the locale list complete (#122) 
 

Commit message: Issue #609 ignore failing test 

Fig. 6. Three examples of the user study.

of the RandomForest-based tool is only 2.2. The average
usefulness score of TDReminder reached 3.9. Compared
to the RandomForest-based tool, our tool outperforms the
baseline in terms of usefulness with statistical significance at
the 95% confidence level. Specifically, the p-values are 0.020
for the Python samples and 0.028 for the Java samples. This
is reasonable because our user tool can provide developers
with actionable suggestions.

We examined feedback from participants regarding the
RandomForest-based tool. Many comments highlighted a
recurring issue: they were informed by a hint that the
code was incomplete or suboptimal, which actually confuses
them. Many participants expressed a desire for more specific
information about the problem. Additionally, a few partici-
pants criticized that the tool was only useful in rare cases,
such as when they previously remembered a sub-task but
subsequently forgot about it. In such cases, the tool could
remind users to recall the forgotten task before submission.

The feedback on our tool is more positive. 70% of par-
ticipants agreed or strongly agreed that the tool could be
beneficial in their daily development. Several participants
found the majority of the recommendations to be sensible.
They suggested that the tool could be beneficial during
both the coding and code review phases to help identify
overlooked issues. One participant mentioned that this tool
can be combined with Linters, Formatters, and some code

vulnerability scanning tools. A few participants expressed
that although it may be difficult, it would be great if our
tool could provide a fixed patch directly. However, several
participants also pointed out that the suggestions in several
examples were meaningless, and a few recommendations
were irrelevant to what they considered to be suboptimal
implementations. The comments from participant indicates
the potential usability of our tool. Their thoughts also offer
some insights into optimizing our tool and guiding future
research directions.

(5) To investigate the effectiveness of the retrieval mod-
ule introduced in our tool, we manually checked the sugges-
tions generated by TDReminder−r and TDReminder. Since
we only generated suggestions for TODO-missed commits,
we first selected the corresponding generated suggestions
of these samples separately. Subsequently, our first author
compared the original TODO comments and the generated
suggestions for each sample. We did not strictly use “exactly
match” as the evaluation metric, but instead marked this
sample as long as two comments point to the same problem
or describe similar pending tasks. For both Python and Java
positive samples, 20 TODO-missed commits were correctly
classified. For Python language, the proportion of marked
suggestions generated by TDReminder and TDReminder−r

is 60% and 40%, respectively. For Java language, the cor-
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responding proportions are 65% and 55%, respectively. As
can be seen, with the addition of the retrieval module, our
user tool can generate more suggestions that are close to the
original TODO comments in our samples. Many previous
studies have also reported that similar examples retrieved
can help LLMs generate higher-quality answers [66], [67],
[68]. However, in our study, the differences experienced
by participants were not significant. In the future, we will
combine our method with LLMs to construct a better frame-
work to generate higher-quality suggestions or patches for
suboptimal implementations.

6.4 User Tool Cases
To better illustrate the utility of our tool, three examples
from positive samples are presented in Figure 6.

In the first example, the developer ignores the failing
test temporarily. If it is not addressed, the test case may be
missed in future testing. As can be seen from the figure,
the Random Forest based tool failed to identify this TODO-
missed commit. However, our tool not only accurately de-
tected it but also provided targeted recommendations. The
original TODO comment for this commit was ”work out
why this test is failing”, while the suggestion we provided
is more specific.

For the second case, the committer cast the data type
of “numel” to “np.int32”. By searching for raw data, the
original TODO comment we removed highlighted a poten-
tial issue: “check if this runs on TPU (dtype issue)”. From
the recommendation given by the TDReminder-based tool,
it can be seen that our tool also identified the suboptimal
implementation and pointed out the potential issue related
to data type at this location.

In the third instance, the developer hard-coded a fixed
list of values. Directly embedding a list of constants (or
any other values) in the code is often considered poor pro-
gramming practice. It can hinder the reusability, flexibility,
and maintainability of the code. Our tool recommends a
dynamic updating approach as a more elegant solution. We
also compared the original TODO comment from this com-
mit, and its intended meaning aligns with this suggestion.

Our proposed approach, TDREMINDER, could effec-
tively detect TODO-missed commits during code submis-
sions. By utilizing the accompanying user tool, developers
can receive a timely analysis of potential suboptimal im-
plementations and be prompted to add TODO comments.
Such guidance will be helpful in improving the code and
enhancing the comprehensiveness of the documentation
in the software repositories.

7 DISCUSSION

In this section, we present the threats to validity and some
implications from this work.

7.1 Threats to Validity
Threats to internal validity are related to potential errors
in the code implementation and experimental settings. We
have double checked the code of our approach and the
baselines. The baseline TODO Overlap Commit Message
is easy to implement. As for the baseline Random Forest

based on Code Change, we directly use the open-source
software library scikit-learn [69]. The parameters used in
our experiments are fine-tuned through many attempts.
Basically, the parameter settings are considered and tested.
For the reason that pre-trained CodeBERT has fixed the
dimension of output, thus we use the same hidden size in
our approach.

The second key threat to internal validity relates to the
potential inaccuracies in our labeling process. In our study,
the labeling of data is based on comment tags in commits,
which means there may be unmarked suboptimal code
implementations in some negative samples. As a result, the
overall accuracy and reliability of the model in practical ap-
plications could be compromised. To mitigate this threat, we
conducted manual validation during dataset construction
to examine the accuracy of the datasets. The results of this
manual validation indicate that the accuracy of the labels in
our datasets is reasonably high. Therefore, the impact of this
threat is very limited.
Threats to external validity relate to the generalizability
of our experimental results. Because Python and Java are
the most popular programming languages, we only use
the commits from top-10K Python and Java repositories in
GitHub to construct our datasets. But we believe it is not dif-
ficult to support other languages based on the approach we
propose. Our model is not specifically designed for Python
and Java languages. The experimental results in Section 5.4
on different language datasets also show that TDREMINDER
is language-independent. In order to mitigate these threats,
we will collect more data consisting of commits written in
various programming languages and try to investigate our
approach with such extended data.

The second key threat to external validity is that we
removed the diffs which contain multiple TODO comments,
following the approach of Gao et al. [16]. This was because
such commits are often comment updates and will intro-
duce noise into our datasets. Therefore, if TDREMINDER
encounters commits with multiple TODO comments in the
real-world scenario, our method may not work. In the
future, we will try to overcome this shortcoming and make
TDREMINDER a more universal tool.

Another key threat to external validity relates to the
diverse practices of annotation in software development.
Developers and development teams vary widely in their use
of TODO comments. Some open-source software projects,
for instance, prohibit contributors from submitting code
with TODO comments [70]. Some developers believe that
issue trackers are the appropriate place for TODOs, rather
than embedding them in the source code [71]. Contrarily,
research by Storey et al. [1] indicates that other developers
find it is costly to add TODO comments to issue trackers.
They tend to directly insert descriptions of subtasks into
source code in the form of Technical Debt. During our
data collection, we found that only 54.7% of the Python
repositories and 30.9% of the Java repositories contained
TODO/FIXME/XXX comments. It is clear that these lim-
itations on writing Technical Debt significantly affect the
comprehensiveness of our dataset. This resulted in over
half of the total 20,000 projects we collected being excluded.
Nevertheless, TDREMINDER still outperforms the baselines
on both intra-project and inter-project datasets. The lack of
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some data does not significantly damage the performance
of TDREMINDER. In terms of the actual impact of tools on
developers, our user study shows that our tool can help
them more accurately and quickly detect suboptimal im-
plementations, thereby improving development efficiency
and code quality. To further mitigate this in the future, we
plan to expand our training dataset to include small-size
repositories from GitHub and other open-source platforms.

Additionally, the filtering out of FIXME/XXX comments
may also introduce a key threat to the external validity. The
primary reasons for the filtering include that the different
types of comments are associated with different content of
code changes, and the quantity of FIXME/XXX comments
is much lower compared to TODO comments. We have col-
lected a large range of open-source repositories to increase
the scale and variety of our data, and the experimental
results have demonstrated the good performance of our
model. However, this filtering operation may still limit the
generalizability of our model. In the future, we plan to
further investigate the real roles and practical characteristics
of comments with different tags in software repositories.
This will also facilitate our work on generalizing the model
to handle different suboptimal implementation.
Threats to construct validity relate to suitability of our eval-
uation metric selection. We use AUC and cost-effectiveness
to evaluate the effectiveness of our approach and baselines
in our experiments. The dataset is highly imbalanced in
this task. Thus the selection of evaluation metrics needs
to be class distribution and threshold independent. The
traditional metrics like recall and precision is not suitable for
this situation. We pay more attention to the comprehensive
performance of the model. AUC and cost-effectiveness are
widely used in many past software engineering studies [55],
[56], [52], [72], [13].

Another threat to construct validity relates to the user
study in Section 6. We cannot guarantee that all participants’
answers are given under the same evaluation criteria. Par-
ticipants’ programming experiences will also lead to their
different understanding of the code. To mitigate this threat,
we trained the participants and provided detailed examples
and tutorials for them. We evaluated each case with 20
experienced participants who were interested in intelligent
development tools, and they were provided with different
reference information. Additionally, we applied an attention
test to filter out participants who might blindly answer
questions or follow suggestions without thoughtful consid-
eration. We also introduced variable payment to encourage
participants to search for useful information and carefully
consider each question. Therefore, we believe that this threat
has been mitigated to a considerable extent. In the future, we
plan to develop a more intelligent tool and integrate it into
popular IDEs (such as Visual Studio Code) to attract a larger
number of experienced developers to evaluate our tool.

7.2 Implications for Practice

Understanding the context of code change: The proposed
tool TDREMINDER is designed to detect missing TODO
comments on change-level. TDREMINDER reduces a lot of
effort to figure out which source file TODO comments need
to be added. When these valuable contexts are provided

to developers, they will be able to quickly locate the code
snippets that need to be changed, and introduce TODO
comments or further optimize the code implementation.
As detailed in Section 7.1, the annotation practices among
developers vary considerably. Based on the context, such
as personal development, peer collaboration, or community
involvement, developers may choose different strategies on
using TODO comments. Some might even opt not to include
TODO annotations in their code changes. While developers
may not add TODO comments in some situations, our tool
can still alert them to the presence of suboptimal code im-
plementations and encourage them to improve code quality.
Developers can also improve their development habits in
this process, so as to make the software system develop
healthily.
Ensuring comprehensive and timely inspections: Devel-
opers utilize TODO comments as reminders for them-
selves or teammates regarding code modifications. Using
TDREMINDER, some missing TODO comments will be able
to be added to the appropriate position in time. This ensures
that some suboptimal code implementations are identified
and valued by developers as much as possible. However,
it is frequently observed that while TODO comments are
added, they aren’t addressed in time and sometimes are
even overlooked. Many TODO comments are never for-
mally migrated to change requests and remain obscured
within the codebase for prolonged periods [1]. For such
cases, the added TODO failed in their primary role to re-
mind themselves or anyone else to actually update the code.
Therefore, for software development practice, it is better to
provide a mechanism to ensure that developers can revisit
the unfinished TODO tasks in time. For instance, raising an
error or exception when the associated class or function is
loaded can serve as an effective reminder. In this way, TODO
comments are not only added when necessary but also
revisited and resolved at crucial stages in the development
cycle. This allows the full value of TODO comments to be
realized.

7.3 Implications for Research

For the task of TODO-missed commits detection,
TDREMINDER has achieved promising performance
on our large real-world Java and Python datasets. There
are still some work we can do to further improve our
approach. For example, one of the key problems is that we
lack the context of the various libraries used in the project.
If TDREMINDER could obtain some knowledge about the
libraries, our approach may has the ability to know the
relative risks of some API calls and remind developers to
modify them in the future. Besides, other features about
the code changes are also factors that can be considered in
future methods. We could combine the change features (i.e.,
distribution of modified code across each file, number of
modified subsystems and files, number of unique changes
to the modified files before) in TDREMINDER and study the
effect of various features on this task.

TODO comments are widely used in software devel-
opment, and the life cycle of TODO comments involve
many challenges, e.g., where-TODO, what-TODO, and how-
TODO. For example, as mentioned above, revisiting and
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fixing the unfinished TODO comments (relevant to how-
TODO) is meaningful and useful for developers. Our work
of identifying TODO-missed commits first investigates the
possibility of solving where-TODO tasks, which can benefit
other researchers to further explore what-TODO and how-
TODO tasks in the furture. This will make an important
contribution to the management of TODO comments and
suboptimal code implementations.

8 RELATED WORK

This section discusses the related work with respect to
TODO comments, SATD in software engineering as well as
the mining software commits.

8.1 TODO comments in SE
TODO comments are extensively used by software devel-
opers during software development, and previous studies
have investigated the practical usage of TODO comments in
software engineering tasks.

Storey et al. [1] explored how the task annotations (i.e.,
TODO comments) can be used to support the work practices
within the software development. They conducted a survey
of professional developers, and they found that TODO
comments make up a majority of the task annotations and
developers often write TODO comments to mark the part
of the source code which need their attention. Nie et al. [2]
surveyed the importance of improving and the maintenance
of TODO comments, and developed a framework to write
trigger-action TODO comments in executable format. Srid-
hara et al. [14] presented a technique to check the status
of the TODO comments, given a method associated with
a TODO comment, their approach automatically checks if
the TODO comment is up to date via using the information
retrieval, linguistics and semantics methods. Most recently,
Gao et al. [16] proposed a neural network based model,
named TDCleaner, to detect the obsolete TODO comments
from mining the commit histories of the software reposito-
ries. Wang et al. [73] investigated the quality characteristics
of TODO comments and the lifecycle of these comments
under varying quality conditions. Additionally, they devel-
oped a tool designed to differentiate TODO comments based
on their quality.

Different from the aforementioned studies, our work
focus on a novel task of detecting TODO-missed commit just-
in-time during software development. To the best of our
knowledge, this is the first research to exploit the possibility
of automating the determination of TODO-missed commit.

8.2 Self-admitted Technical Debt in SE
Technical debt (TD) refers to developers taking suboptimal
solutions to achieve short-term goals that may affect long-
term software quality [4], [5]. The impact of self-admitted
technical debt (SATD) on software development has gar-
nered significant attention. For example, Kamei et al. [74]
found that 42% to 44% of TD incurs positive interest by
analysing Apache JMeter project. Russo et al. [20] shows
that SATD contains many different weaknesses that may
affect the security of the project. Wehaibi et al. [5] noted
that while the presence of SATD often leads to complex

changes, code changes with SATD surprisingly introduce
fewer future defects compared to those without. This insight
underscores the long-term value of detecting suboptimal
implementations in minimizing code defects.

Prior works have investigated different ways to identify
TD through source code [75], [76], [77] as well as source
code comments [3], [78], [79], [74], [80]. Potdar et al. [3]
proposed the self-admitted technical debt (SATD) concept
(e.g., TODO, FIXME, and HACK) for the first time, which
refers to the TD introduced by a developer intentionally and
documented by source code comments. Huang et al. [79]
proposed text-mining based methods to predict whether a
comment contains SATD or not. Ren et al. [80] proposed
a CNN-based approach for classifying code comments as
SATD or non-SATD. Instead of detecting SATD at the file-
level, Yan et al. [13] first presented the idea of “change-level
SATD determination”, which determines whether a change
introduces SATD or not. More recently, Rungroj et al. [81]
presented an approach to detect the “on hold” SATD in
software repositories.

Some researchers have also been dedicated to the re-
moval of SATD [7], [8], [9], [10]. da Silva Maldonado et
al. [10] found that a significant portion of SATDs were
removed by the creators themselves. After studying the
relationship between SATD removal and code changes,
Zampetti et al. [7], [8] proposed a deep learning-based clas-
sifier SARDELE to recommend six different SATD removal
strategies. Liu et al. [9] analyzed the patterns in which
different types of SATD were introduced and removed by
investigating 7 deep learning projects.

In addition, there are also some works that focus on
different aspects of the SATD practice [70], [71], [82], [83].
For example, Fucci et al. [82] analyzed 5 Java open-source
projects and found that SATD was not necessarily in-
troduced by code changes, but could also be introduced
through code reviews by individuals with higher levels of
project ownership. Xavier et al. [83] studied the proportion
of SATDs solved in issue tracker systems and argued the
need for better SATD management tools. Zampetti et al. [71]
found that the admission level of SATD is similar in open-
source and industrial communities, and is constrained by
organizational guidelines. Cassee et al. [70] studied the
polarity of SATD content and the situations in which de-
velopers would highlight the importance of SATD.

In this research, we primarily focus on the TODO-related
commit for two main reasons. Firstly, the TODO comment is
one of the most common SATD, which makes up a majority
of the SATD. Secondly, aligned with our goal of assisting
developers in the identification of suboptimal commits just
in time, TODO-related commits often describe the func-
tionality that needs to be paid attention to, making them
particularly relevant for our investigation.

8.3 Mining software commits

Software development process generates a huge amounts of
commits, and these commits are valuable resources during
the software evolution. Prior works have investigated differ-
ent software engineering tasks from mining these commits.

For example, Rosen et al. [84] presented a tool, named
Commit Guru, to identify the risky software commits. Jiang
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et al. [33] adapted the neural machine translation techniques
to the task of commit message generation. They presented a
tool to automatically translate diff into commit messages.
Following this work, Wang et al. [34] extended this re-
search by training a context-aware encoder-decoder model
for commit message generation. Liu et al. [85] proposed
an approach to automatically generate descriptions for a
pull request by considering the commit messages and code
comments. Yan et al. [86] developed a two-phase frame-
work to perform the defect identification and localization
by exploring a total of 177K code changes during software
development.

Different from the existing research, our research targets
a novel commits related software engineering task, i.e.,
identifying the TODO-missed commit by mining the accumu-
lated software commits histories. We have released the first
dataset for this task to facilitate other researchers to extend
our work and verify their own ideas.

9 CONCLUSION AND FUTURE WORK

In this paper, we aim to automatically identify the TODO-
missed commits whenever the developers submit code
change. The novel approach named TDREMINDER (TODO
comment Reminder) is proposed to detect TODO-missed
commits and remind developers of the suboptimal changes.
Our approach leverages both information contained in code
changes and also the knowledge in commit messages to
improve the effectiveness of TDREMINDER. Furthermore,
the focal loss is employed to strengthen the model learning
ability of hard, misclassified samples. In order to evalu-
ate our approach, we build Python and Java datasets by
collecting data from the top-10k Python and Java repos-
itories in GitHub, respectively. Extensive experiments on
the large-scale real-world datasets have demonstrated the
effectiveness and performance of our approach. We believe
that TDREMINDER will help developers better manage the
potential risk of commits and thus improve the quality
of software. We have made the code for our approach
and datasets publicly available for community research. We
plan to evaluate our TDREMINDER on commits written
in other programming languages. We also plan to explore
better characterization technique for commits and incorpo-
rate more knowledge about commits to further improve
the performance. Finally, we will incorporate it into an IDE
plugin and further gather developers’ feedback in the wild.
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