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Abstract—In the multi-access edge computing (MEC) environment, app vendors’ data can be cached on edge servers to ensure
low-latency data retrieval. Massive users can simultaneously access edge servers with high data rates through flexible allocations of
transmit power. The ability to manage networking resources offers unique opportunities to app vendors but also raises unprecedented
challenges. To ensure fast data retrieval for users in the MEC environment, edge data caching must take into account the allocations of
data, users, and transmit power jointly. We make the first attempt to study the Data, User, and Power Allocation (DUPA3) problem,
aiming to serve the most users and maximize their overall data rate. First, we formulate the DUPA3 problem and prove its
NP-completeness. Then, we model the DUPA? problem as a potential DUPA3 game admitting at least one Nash equilibrium and
propose a two-phase game-theoretic decentralized algorithm named DUPA3Game to achieve the Nash equilibrium as the solution to
the DUPAS3 problem. To evaluate DUPA2Game, we analyze its theoretical performance and conduct extensive experiments to

demonstrate its effectiveness and efficiency.
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1 INTRODUCTION

Ue to the exponential growth of mobile and Internet-
Dof—Things (IoT) devices like smart phones and smart
vehicles over the last decade, multi-access edge computing
(MEC) is emerging as the novel distributed computing
paradigm to tackle the unprecedented challenges raised by
the enormous network traffic. In the MEC environment, an
edge server powered by a cluster of physical machines is
attached to each base station geographically close to users
[1]. In this way, mobile and IoT application vendors (app
vendors) can hire storage and computing capacities on edge
servers for hosting their apps (edge apps) to serve nearby
users with low latency [2].

When users access edge apps, a large volume of mobile
data is transmitted via edge servers between the cloud
and users’ devices. Caching app data, especially popular
ones like popular VR videos from Facebook Horizon!, can
considerably reduce the delay in users’ data retrieval [3].
Moreover, the transferred data from the cloud to users
can also be significantly reduced by caching app data on
edge servers [4]. This way, the data transmission costs are
lowered [5]. In the MEC environment, the new challenges
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of edge data caching (EDC) are starting to attract researchers’
attention in recent years, who aim to maximize caching
performance and/or minimize caching cost in general [2],
[4].

Given a group of users and their data requests in a spe-
cific area, a straightforward solution for the app vendor is to
cache all the requested data on each edge server. However,
due to the size limits, edge servers usually have limited stor-
age capacities [2], [6]. The competition among app vendors
makes it often impossible to cache all the requested data on
individual edge servers. In this case, reserving cache spaces
on individual edge servers is a common practice [7]. Then,
popular app data can be cached for users to retrieve who are
allocated appropriate transmit power to ensure their data
rates. Unallocated users that have to access the remote cloud
will suffer from high latency and incur user attrition costs
to app vendors [3].

In the MEC environment, networking resources play
a critical role in impacting users’ achievable data rates
when users are retrieving cached data from edge servers.
Networking resource management has been widely studied
in research that combines cloud computing and radio access
network [8], [9]. Very recently, researchers are starting to
investigate new challenges in the MEC environment under
multiple access schemes with consideration of networking
resources, e.g., data offloading [10], and computation of-
floading [11]. However, existing EDC studies have predom-
inantly focused on storage resources, and ignored or over-
simplified networking resources during app data retrieval
in the MEC environment where multiple access schemes are
enabled to power the 5G wireless network.

The Non-Orthogonal Multiple Access (NOMA) scheme
is a new multiple access scheme for 5G. It improves spectral
efficiency significantly and provides connectivity for mas-
sive users by allowing non-zero cross-correlation signals,
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compared with conventional orthogonal multiple access
schemes [12]. Under the NOMA scheme, multiple channels
are available on each base station (edge server). Each chan-
nel can accommodate multiple users simultaneously, whose
data rates are guaranteed through appropriate transmit
power allocation [13], [14], [15]. In a NOMA-based MEC
environment, app vendors for the first time can manage
the storage and networking resources jointly for ensuring
fast app data retrieval, by submitting their strategies to
the edge infrastructure provider for implementation [16].
This offers many new opportunities, and in the meantime
introduces unprecedented challenges that app vendors have
never encountered before MEC. As NOMA becomes widely
acknowledged in both academia and industry, researchers
are starting to investigate its impact on MEC problems, e.g.,
computation offloading [17] and user allocation [15].

The EDC problem has been investigated intensively
from the edge infrastructure provider’s perspective with
various optimization objectives, e.g., minimum delay cost
[18] or maximum data sharing efficiency [19]. However,
app vendors, as key stakeholders in the NOMA-based MEC
environment, must consider the allocation of their own
data, their own users and the transmit power jointly and
systematically when formulating their EDC strategies. This
paper makes the first attempt to investigate this joint data,
user and power allocations (DUPA3®) problem, aiming to
1) maximize user coverage (EDC Objective #1) and 2)
maximize users’ overall data rate (EDC Objective #2). Its
key contributions are:

e We model and formulate the DUPA? problem for app
vendors and prove its N"P-completeness.

« We model the DUPA? as a potential game, and prove
that this DUPA® game can admit at least one Nash
equilibrium.

e We propose a two-phase decentralized algorithm,
namely DUPA2Game, to achieve the Nash equilib-
rium in a DUPA? game, and evaluate its performance
theoretically and experimentally.

The paper is structured as follows. We provide an exam-
ple in Section 2 to motivate the research. The DUPA® prob-
lem is formulated in Section 3. In Section 4, we formulate
the DUPA® game and present a two-phase decentralized
algorithm to achieve the Nash equilibrium in a DUPA3
game. In Section 5, we evaluate DUPA?Game theoretically
and experimentally. Section 6 reviews the related work and
Section 7 concludes the paper.

2 MOTIVATING EXAMPLE

An example EDC scenario in the MEC environment
is shown in Fig. 1, involving three edge servers, ie.,
{51, $2, 83}, and nine users, i.e., {ui,- - ,ug} that request
four data, i.e., {dy, - - ,ds}. In the MEC environment, a user
in the intersecting coverage of nearby edge servers can only
retrieve data from one of them (server coverage constraint)
[1]. For example, users ug, u7 and ug can only access edge
server s; while us can access either s; or s3. In addition,
the data pieces to be cached must not exceed reserved cache
spaces on individual edge server, referred to as the server
capacity constraint [2]. Let us take Fig. 1 as an example,
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Fig. 1. An Edge Data Caching Scenario. The interference between the
target users and the users of other apps hosted on s, s3 and s3 can be
modelled as background noise and thus is omitted in the figure.

assuming that d;, ds and d3 are cached on s;. User ug, who
is requesting app data d4, must obtain d4 from the remote
cloud and suffer the high latency. This incurs a significant
loss for app vendors. Thus, the first EDC objective (EDC
Objective #1) is to minimize such losses by maximizing
the user coverage, i.e., the number of users retrieving app
data from edge servers.

Under the NOMA scheme, EDC must also consider
transmit power allocation to users under the server cov-
erage constraint to ensure their data rates for data retrieval
with the interference. To highlight the importance of net-
working resources in EDC, let us assume in Fig. 1 that all
three edge servers have cached all the requested app data
- this ensures full user coverage. Now let us consider an
EDC strategy that allocates users {uj,us} to edge server
sg on channel ¢33, {ug, ur} to s1 on ¢1.1, {us, ug} to s1 on
C1,2, {U4} to s; on C2.2 and {U57Ug} to so on C2.4. Multi-
ple users communicating with edge servers simultaneously
may incur 1) intra-cell interference among users allocated
to the same channel on the same edge server; and 2) inter-
cell interference among users allocated to the same channel
on different edge servers. Let us take a look at the users
allocated to s; and ss, i.e., {us,...,ug}. Users uz and usg
are allocated to ¢ 2 on s;. There is intra-cell interference
between their communication with s, indicated by the solid
red line between them. The same applies to ug and w7, us
and ug, as well as us and ug. There is also inter-cell inter-
ference received by users in coverage areas intersect. Take
uz,us and us for example. User uy is in the overlapping
area of all the three edge servers. Since u4 is allocated to
C2,2 ON Sy, it receives the inter-cell interference from both s;
and s3. In the meantime, u3’s data rate is impacted by the
inter-cell interference from s and us’s data rate is impacted
by that from s3. Users’ channel conditions are impacted
by both intra-cell and inter-cell interference. Consequently,
their data rates are impacted. According to users’ channel
conditions, the transmit power must be properly allocated to
ensure users’ data rates under the NOMA scheme. Thus, the



second EDC objective (EDC Objective #2) is to maximize
their overall data rate by properly allocating transmit
power to users.

In general, those with strong channel conditions, e.g.,
short distance from edge servers and less interference, are
usually given less transmit power than those with poor
channel conditions [12], [20]. Fig. 1 presents the power allo-
cation decisions for uy, ug and ur as an example. Suffering
the same interference, ug is allocated more transmit power
than w7, because it is more distant from w; and thus has
a poorer channel condition. Compared with ug and w7, u4
is given higher transmit power because it is the only user
allocated to s2 on ¢z .

A real MEC environment may be very large with hun-
dreds (or more) users, edge devices and edge servers. Thus
any solution to this MEC allocation problem must also be
able to scale and be computed in a reasonable time to be
useful.

3 SYSTEM MODEL

Below we formulate a model for our DUPA® problem.
Table 1 summarizes the main notations. Given M users
U = {uy,ug, - ,up}, F data D = {dy,da, - ,dr} and
N edge servers S = {s1, 82, , s} in an area, the DUPA?
problem needs to define an EDC strategy that includes: 1)
a data allocation strategy that allocates D across S; 2) a
user allocation strategy that allocates U/ to S on appropriate
wireless communication channels; and 3) a power allocation
strategy that allocates the transmit power of S to /.
Definition 1 (Data Allocation Strategy). Let 7, ; € {0,1}
indicate whether dy (1 < f < F)is cached on s; (1 <

i < N), a data allocation strategy is represented by © =

{T11, CTLFs TN, F )

Let C; = {¢i1,¢i2, - ¢k} denote the channels avail-
able on edge server s;, B; and p; denote the bandwidth
and transmit power of edge server s;. The bandwidth and
transmit power available on channel ¢; j, can be denoted by
Bi,k and Dik- '
Definition 2 (User Allocation Strategy). Let X/, € {0,1}

indicate whether user u; (1 < u < M) is allocated
to channel c; . The user allocation decision for u; can
be represented by X7 = {&7 |, --- & .-+, X }. The
user allocation strategy is constituted by all user alloca-
tion decisions, denoted by X = {X0, ... AM}.

Let U, 1 (X) denote the users allocated to ¢; 1, by X.
Definition 3 (Power Allocation Strategy). Given a user

uj, the power allocation decision for u; is denoted as

P =A{pi1 Pl P} where pj . is the trans-

mit power allocated to u; (u; € U; ,(X)). The power

allocation strategy is constituted by all users’ power
allocation decisions, denoted by p = {p!,--- ,pM}.

In the MEC environment, a device usually has a min-
imum power requirement and a power upper bound for
wireless communication. Correspondingly, each user u; € U
has a minimum power §; . and a maximum power §7, ..

Thus, for u; to b_e allocated to channel c¢;, its allocated
transmit power p’ , must fulfil:

Xij,k : 57jnzn < pg,k < ij,k ’ (Hnam (1)

TABLE 1
Summary of Notations

Notation | Description

B; bandwidth of s;

Bk bandwidth of ¢; i,

C; set of channels on s;

Cik channel k on s;

cost system cost incurred by failure to allocate a user

D set of data

dy data f

F number of data

gf i channel gain of u; from c; j

K number of channel

lij distance between s; and u;

M number of users

N number of edge servers

Oi k list of users allocated to c; j, re-ordered by channel
conditions

P power allocation strategy

pi total power of s;

Dik total transmit power on ¢; f,

P’ power allocation decision of u;

pg * variable indicates the amount of power allocated to u;
from s;

Rz ® data rate of u; allocated to ¢; j,

S set of edge servers

84 edge server i

u set of users

U; set of users covered by s;

U; 1, (X) set of users allocated to c; ;, based on X’

] user j

X user allocation strategy

X7 user allocation decision of u

X ZJ % binary variable indicating whether u; is allocated to
Ci,k

Pbenefit POA in terms of overall system benefit

Pcost POA in terms of overall system cost

o joint user and power allocation strategy

oj joint user and power allocation decision for u

o_j joint user and power allocation decisions for all the
users except u;

oy available storage spaces on s;

Ti,f binary variable indicating whether d is cached on s;

SZ & inter-cell interference of u; allocated to ¢; j

fyﬁ i SINR for u; allocated to c; j

w background noise variance

6fm.n minimum power constraint of u;

8 am maximum power constraint of u;

Moreover, the total allocated power on s; must not
exceed the available power p;:

PIENDY

¢i,k€CT uj €U; 1 (X)

Pl <pi 2)



Cache spaces are reserved on edge servers to cache
commonly requested app data requested by users of edge
devices. Thus, the spaces occupied by cached data on s;
must not exceed the cache spaces reserved on s;:

Z Tir < @ 3)

dyeD

3.1 System Cost Model

The EDC Objective #1, discussed in Section 2, is to maxi-
mize user coverage. This minimizes the overall system cost.
According to the server coverage constraint discussed in
Section 2, a user u; can be allocated to an edge server s;
only when it is covered by s;:

bk = 0 Uj §é U; ’
where U; is the set of users covered by s;. Take user us in
Fig. 1 as an example. It is covered by edge servers s; and
53, but not by s,. Accordingly, &’ k and X3 ) can be 0 or 1
while X;’ & can only be 0.
Let ¢; 5 € {0,1} indicate whether user u; requests data
dy. User u; can be allocated to a channel of s; only when its
requested data dy is cached on s;:

X< N ity ®)
dfGD

1<k<K 4)

A user u; can be allocated to one channel at most, there

is: Z Z

8,€S ¢, k€C;

zk — (6)

Let o; denote the joint user and power allocation deci-
sion for u; that combines A7 and p’:

= {( 11,p1 1) (le,)Op]l,lC)’”' 7(X/J\/,)Capj\/,lc)}

In this way, the joint user and power allocation strat-
egy for U = {ui,..,upm} can be represented by o =
{0'1,"- ,O’M}.

The failure to allocate a user incurs the system cost. Its
value is to be determined domain-specifically based on the
app vendor’s priority for avoiding unallocated users. Let
cost denote the cost incurred by one unallocated user and
Ty conditiony denote the indicator function such that returns
0 if the condition is false, otherwise 1. The system cost
incurred by user u; can be calculated with:

Z(oj)

where o¢ = {(0,0), (0,0),---,(0,0)}, indicating that a user
is not allocated to any edge server.

@)

= I{oj:ao} - cost (8)

3.2 System Benefit Model

As discussed in Section 2, EDC Objective #2 is to maximize
users’ overall data rate. This maximizes the overall system
benefit.

The NOMA scheme implements the successive interfer-
ence cancellation (SIC) technique, where a user with worse
channel condition treats the signals of users allocated to the
same channel with better channel conditions as noise [13].
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Let us assume that the users allocated to channel ¢; x, ie.,
U, 1 (X), are ordered by their channel conditions from poor
to strong, i.e. O; 1 = {1,2,-- -, |U; x(X)|}. Accordingly, the
J-th user in U; 1. (X'), where n < j < m, can decode u,’s
signal, treating w,,’s signal as noise. Let gf  denote the
channel gain between channel c; ; on edge server s; and
user u;, capturing the impact of antenna gain, shadowing
and path-loss [21]. This channel gain can be calculated
with [ loss)\|hj &|?, where [; ; is the distance between s;
and uj, loss is the path loss exponent, A is the frequency
dependent factor, i/, ~ CN'(0,1) is the fading coefficient
from u; on c¢;p. In this way, the intra-cell interference
received by u; allocated to channel c; ;, can be calculated
with g/ ZLMJ’;SX ) pt ¢ & [22]. In addition, the inter-cell inter-
ference received by u; allocated to channel c; x, denoted by
‘93 k’ is 191 k 25068\87‘, go,kpovk [20].

In EDC scenarios, users try to retrieve app data, e.g.,
interactive VR/AR data, from edge servers. Therefore, we
only focus on the downlink in this study. According to [15],
[20], the downlink Signal-to-Interference-plus-Noise Ratio
(SINR) for u;’s communication with s; on channel c;; is
calculated with:

J o
i 9i,kPi k
J T, T
Tk T T U ()] ©
9l k Z pipt Ny W
t=j+1 ~ noise

inter-interference

intra-interference

where w is the variance of the additive white Gaussian noise.
Assume that user u,, is allocated to channel c; x. It has
to decode all other users’ signals ie {u; € Ulp], > Py},

Vi, m € Oy, j < m, because Uj ’s transmit power is hlgher
than u,,’s. SIC requires that u,,,’s data rate for decoding u;’s
signal is not lower than u;’s [15], [20]:
Ry =R (10)
where
J
RM=1 — B, 4 loga(1 + pi k )
ik b |ui‘k(X)‘ + k“""
q=j+1 z k

In Fig. 1, users us and ug are allocated to channel c; », ie.,
the 2nd channel on edge server s;. Since the transmit power
allocated to ug is higher than that allocated to ug, ug’s data
rate for decodmg us’s signal is not lower than us’s: RY5? >
R3~>3 R .

Once (10) is fulfilled, SIC can be performed on user u;
to perfectly cancel the intra-cell interference received by u;
[23], [24]. Hence, u;’s available downlink data rate can be
expressed by:

Ry, =R =Bk loga(1+
Pix

plk—l—maux{8 |V >j}

)y (12)

Z|M1 k(X
q=j+1

where m, j € O; . This equation shows that u;’s data rate
is equal to the users’ minimum rates after u; in O, for
decoding u;’s signal.



The joint user and power allocation decisions for
all the users except u; can be represented by o_; =
{01, ,0j-1,0j41, - ,0Mm}. A user’s data rate is deter-
mined by its and as well as other users’ joint user and power
allocation decisions. Given a data allocation strategy T and
other users’ joint user and power allocation decisions o_;,
the system benefit produced by allocating a specific user u;
is calculated with:

Beo (0) =Tt 00y D i 2, 2, R,

deD SiESciykECi

(13)

where ; = {(0,0),--, (Xi]:k,pik), -++,(0,0)} and Rfk is
calculated with (12). /

3.3 Optimization Model

The DUPA? problem consists of finite variables with cor-
responding domains listing their possible values and con-
straints over those variables. Thus, it is a constrained op-
timization problem. A feasible strategy to a constrained
optimization problem is to assign a set of values to all
variables in its domain while satisfying all the constraints.
Given M users U = {uj,uz, -+ ,up}, F data D =

{d1,da, -+ ,dr} and N edge servers S = {s1, 52, - ,sx}
in a specific area, the DUPA? problem is formulated as
below:
EDC Objective #1: ~ min > Z(oy) (14
u; €U
EDC Objective #2:  max Y B, (o) (15

u; EU
st.: T € {0,1},Vs; € S,dy €D
ij,k S {0,1},V8i S S7Ci,k: € U Ci,uj eu
s, €S
0 Spg’k <pi,Vs; €S,¢ci € U Ci,uj €U
s, €S

1), (2),3),®),(5), (6)

In the MEC environment, there are many domain-
specific ways to the trade-off between EDC Objective #1
and EDC Objective #2. For example, an app vendor can
allocate most of their users to edge servers without worry-
ing whether their overall data rate is optimal. It can also
allocate some users to the cloud to reduce the interference
among the remaining users so that their overall data rate is
maximized.

Now, we demonstrate the N ‘P-completeness of the
DUPA? problem.

Theorem 1. The DUPA® problem is A/P-complete.

Proof The DUPA3 problem is the generalization of the
multiple knapsack (MK) problem [25]. In a classic MK
problem, there are m items U’ = {u], -, u},} with benefit
b; for each item and n knapsacks S’ = {s},---, s/} with
capacities w; for each knapsack. The MK problem aims
to maximize total benefit of selected items, while obeying
that the maximum total weight of the chosen items must
not exceed Y, c ¢ w;. In the DUPA? problem, users can be
regarded as items while all the channels on the edge servers
can be regarded as knapsacks. As mentioned in Section 3.3,
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there are many ways to trade off between the objectives in
the DUPA?® problem. Usually, the two objectives can be sum
to create a weighted combination as a new objective. This
way, the new objective of the DUPA® problem can be re-
garded as the objective in the MK problem. The constraints
of the DUPA? problem, including the cache space constraint
and power resource limit, can be projected to the weights in
the MK problem. This way, the DUPA? problem is reduced
to a MK problem and it is N"P-complete. O

4 GAME FORMULATION AND ALGORITHM DESIGN

We propose DUPA®Game, a 2-phase game-theoretic algo-
rithm in this section to solve the DUPA® problem effec-
tively and efficiently. Game theory is adopted for design
of DUPA3Game for the following three main reasons.

e Game theory does not need centralized control from
the remote cloud which inevitably incurs extra com-
munication latency unacceptable in the MEC envi-
ronment.

o The solution to a game can be sought in a decentral-
ized manner because the decisions can be made for
individual users in parallel. In this way, the burden
of finding the central optimal solution can be lifted,
and the EDC strategy can be formulated rapidly.

e Game theory has been proven to be a powerful
tool for mitigating participants’ multiple conflicting
objectives.

Game theory has been widely employed to solve differ-
ent problems in a variety of domains. The key is to design a
suitable game-theoretical approach for a specific problem.
Game-theoretical approaches tackling different problems
can be profoundly different in their designs. In our study,
we design DUPA®Game to tackle the novel DUPA? problem
specifically, taking into account the unique constraints of
MEC, including the server coverage constraint and the
server capacity constraint.

4.1 Game Formulation and Property

Similar to many studies based on game theory [1], [8],
[15], [26], the DUPA3 game simulate all users by the cor-
responding players to make decisions, following a specific
benefit function to achieve EDC Objective #1: maximizing
user coverage, and EDC Objective #2: minimizing users’
overall data rate. Under the NOMA scheme, users with poor
channel conditions need high transmit power to ensure their
data rates. The allocation of such users to pursue Objective
#1 may undermine other users’ data rates profoundly and
conflict with the pursuit of Objective #2. From Eq. 13, we can
see that system benefit is measured based on allocated users’
data rates. An unallocated user will not produce any system
benefit, and in the meantime will incur the system cost as
discussed in Section 3.1. Thus, DUPA3Game is designed to
pursue Objective #2 as it will also approach Objective #1 at
the same time.

In DUPA? game, the players make decisions on channels
and edge servers that corresponding users are allocated to,
and how much transmit power they obtain, producing a
joint user and power allocation decision o; = (X7, p?) for
each u; € U. As discussed in Section 3, an EDC strategy



involves data, user and power allocation strategies. There
are two phases in the DUPA® game. In Phase #1, the data
allocation strategy T is formulated by updating the joint user
and power allocation strategy o. For example, if user u; is
allocated to c; 1, i.e., Xi{ i < 1, data dy requested by u; will
be cached on server s; if it is not cached on s;, i.e., T; 5 = 1.
In Phase #2, the joint strategy o is formulated by joint user
and power allocation decisions. This way, T and o constitute
the final EDC strategy.

Given o_j, a decision o; needs to be made for user u;
to achieve its maximum benefit in data rate calculated with
benefit function (13):

max B 5, (0;) (16)

The DUPA® problem is formulated as a game G =
(S, U, {Aj}u,ctts {Bro_;(05)}o,e4,;) based on (16), where
Aj; is u;’s finite set of possible joint user and power alloca-
tion decisions. The users might conflict with others in this
game. If some users have been allocated to a specific edge
server, others may be prevented from being allocated to it
due to the limits on reserved cache spaces and inadequate
transmit power. Take Fig. 1 as an example. Allocating all
the users in s;’s coverage area, including us, u4, g, w7 and
ug, to the same channel on edge server s; may exhaust
the transmit power on that channel and thus cannot ensure
these users’ data rates. To mitigate such conflicts, we need
to ensure that at least one Nash equilibrium [27] is admitted
by the DUPA? game:

Definition 4 (Nash Equilibrium). An strategy o* =
(07,05, -+ ,0%,) is a Nash equilibrium if no decision
can unilaterally be changed for increasing any individual
user’s benefit, i.e.,

BT*’gij (O‘;) > BT*)gij (O'j),VO'j S Aj,Uj el 17)
where T* is determined by o*.

It is important to ensure that the DUPA3 game can admit
one Nash equilibrium at least due to the following property
[28]:

Property 1. The user allocation decision o7 for u; is the best
choice in A; based on o_j, if the strategy o* is a Nash
equilibrium.

A Nash equilibrium can be applied as a self-enforcing
strategy for the DUPA® game based on Property 1. Since
the sticking agreements are in users’ own self-interests,
there is no need for a centralized enforcement [28]. We first
introduce the potential game [29] here:

Definition 5 (Potential Game). In a potential game, there is
a potential function 7 (o) fulfilling:
BTva—j (Uj) < BT,U—j (U;)

= w(oj,0-5) <7(0},0-;)

(18)

forany u; €U, 0j,0; € Ajand o_; € [],; A

The Nash equilibrium in a DUPA® game can be inter-
preted in another way. An EDC strategy o™ is a Nash equi-
librium if there is B o | (07) = maxy;ea; Bre o (o)),
Vu; € U. Therefore, in a potential game, the local optima
to the potential function can also ensure at least one Nash

equilibrium [29].
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Now, we first prove Lemma 1 for demonstrating that the
DUPA? game is a potential game.
Lemma 1. Given an EDC strategy 0 = {o1,---,0n},
a user u; can be allocated to channel c;y, if the in-
terference received by w;, calculated with p (o) =

thl;{]’;(f ) g7 1Pl . is not higher than T, calculated with:
J oo
7= Lk i, (19)
9B _ 1
where R = B, . - ZOQQ(L“;)

Pik—O0in

We provide the proof of Lemma 1 in Appendix A.
We now prove that the DUPA® game is a potential game

with Theorem 2 based on Lemma 1.

Theorem 2 (Potential DUPA®Game). With the potential
function 7(0;,0_;) below, the DUPA?® game is a poten-
tial game.

1 o
m(oj,0-5) = —3 > (g apl s Tioy 2oy + T+ Lo =a0})*

u; €U
Ui, i (o)
( Z gltkpf,k : I{Uj#oo} + T - [{O'j:UQ}))
t=j+1

(20)

We provide the proof of Theorem 2 in Appendix B.

4.2 Algorithm Design and Convergence Analysis

It is important for a potential game to achieve a Nash
equilibrium with finite iterations [29]. Based on this, the
DUPA? game employs a 2-phase process to find the Nash
equilibrium that involves M users U = {uy, uz, - ,unr},
F data D = {di,ds, -+ ,dr} and N edge servers S =
{51, 82, -+, snx}. The pseudo codes of Phase #1 and Phase
#2 are presented in Algorithm 1 and Algorithm 2 respec-
tively.

Phase #1: In this phase, DUPA®Game employs Algo-
rithm 1 to formulate the data allocation strategy by updating
joint user and power allocation decisions for individual
users uj,j = 1,..., M who are temporarily given the min-
imum power as required by 47 . . This way, DUPA3Game
can allocate the most users to edge servers to achieve EDC
Objective #1. The algorithm initializes o; for each user and
T (Lines 1-4). Let 7(¢) and o (t) denote T and o in the current
iteration ¢. In each iteration, the algorithm first updates data
allocation strategy T(¢) based on the current joint user and
power allocation strategy o(t) (Line 6).

Next, for each user u;, we calculate the current system
benefit produced by o; (Lines 8). After that, Algorithm 1
attempts to find out all the possible joint user and power
allocation decisions for u; to be stored in A; (created on
Line 9). To do that, we use a loop (Lines 10-18) to inspect
every edge server si € S. Specifically, edge servers that
do not cover u; or do not have adequate cache spaces are
excluded (Lines 11). Then, if any channels of the remain-
ing edge servers have enough transmit power for u;, the
corresponding joint user and power allocation decisions are
included into A; (Lines 12-16). Among all the joint decisions
in A;, the one o € A; that produces the highest benefit is



Algorithm 1 Phase #1 in DUPA3Game Algorithm

Algorithm 2 Phase #2 in DUPA3Game Algorithm

1: initialization
2: set the joint user and power allocation decision set

og; = {(0,0),---(0,0)} for each user uj, and o =
{017 tee 7UM}

3: initialize data allocation decisions 1; y = 0 for strategy
T={T1,1," " TLF TN FS

4: end of initialization

5: repeat

6: update data allocation strategy t(t) according to o ()
7. forallu; € U do

8 calculate current benefit By (y) .o, (1)(0;)

9 create A; < @

10: forall s; € S do

11: if u; € U; and (u;’s requested data is cached on
s; or adequate cache space on s;) then

12: forall ¢; . € C; do

13: if Ap;j >0, then _ ‘

14: Aj = A UG (X = Lply = 8,

15: end if

16: end for

17: end if

18: end for

19: find the allocation decision ¢ € A; that produces

the highest benefit

20: if BT(t)’Jij ) (0‘;) > BT(t)ygfj(t) (O'j) then

21: send o’} to contend and wait for the winner

22: if u; wins then

23: update o; with o

24: end if

25: end if

26:  end for
27: until no decision updates
28: return Tand o

sent to contend for update if it produces a higher benefit
than u;’s current joint user and power allocation decision.

In each iteration, one user’s joint user and power al-
location decision is randomly selected in a decentralized
manner. The calculations for individual users in Lines 5-27
is performed in parallel. The iterations repeats until no any
user requests to submit its decision. Data allocation strategy
T and the joint user and power allocation strategy o are
returned as the input of Algorithm 2, which aims to achieve
EDC Objective #2.

In this phase, an implicit heuristic is employed to accel-
erate the convergence of the game. Briefly speaking, in each
iteration of the game, each user will first try to find a nearby
edge server that has already cached the data it requires and
has adequate transmit power to ensure the user’s minimum
requirement. If such an edge server cannot be found, the
user will try to find a nearby edge server with adequate
caching spaces and transmit power for processing its data
request. Based on this heuristic, the data allocation decisions
are made in Phase #1. After that, the decision making in
Phase #2 only needs to focus on user and power allocation.

Phase #2: In this phase we aim to achieve EDC Ob-
jective #2. The DUPA®Game employs this algorithm for

1: receive tand o = {01, ,0M} from Algorithm 1.
2: repeat
3: forallu; €U do

4: calculate current benefit B ,_(1)(0;)
5: create A; < @
6: for all s; € S do
7: if u; € U; and u;’s requested data is cached on s;
then
8: forall ¢; . € C; do
9: if Ap;y > 067 ,, then
10: Pip= min{é Api,k} ‘
11: Aj =AUl (X =1pi). -}
12: end if
13: end for
14: end if
15: end for
16: find the allocation decision o} € A; that produces
the highest benefit
17: if BT,U,J(t) (O';) > BT707].(75) (O’j) then
18: send 0} to contend and wait for the winner
19: if u; wins then
20: update o; with o7
21: end if
22: end if

23:  end for
24: until no decision updates
25: return Tand o

allocating more power to each individual user u; € U based
on the data allocation strategy T and joint user and power
allocation strategy o returned by Algorithm 1. Algorithm
2 starts with calculating the system benefit produced by
the current user and power decision for u; (Line 4). Then,
it iterates through all the edge servers s; to find all the
channels that can accommodate u; with higher transmit
power than its minimum transmit power (Lines 6-15), and
includes the corresponding joint user and power allocation
decisions into .A; (created on Line 5).

Next, if the optimal joint user and power allocation
decision in A; produces higher system benefit than the
current decision for u;, it will be sent to contend for update
(Lines 16-22). This phase completes when no more decision
updates are needed for any users (Line 24). Finally, T and o
are returned as the final EDC strategy for solving the DUPA?
problem.

The DUPA? game should achieve a Nash equilibrium
within finite iterations. Let Tpap, = max (7}), Tomin
min (Tj)/ Qj £ gikpik, Qmax £ max (Qj)r Qmin
min (Q;), ¢ =1,--- ,N,j=1,--- Mand k=1,--- ,K).
The upper bound of the total number of iterations, denoted
by Y, can be quantified with Theorem 3.

> {>

Theorem 3. The total nu;nber of iterations in DUPA%Game
is not more than

mazx .

2Qmin
< MTreraz

Y

We provide the proof of Theorem 3 in Appendix C.



Now, we can analyze the computational complexity
of DUPA3Game based on Theorem 3. The computational
complexity of both iteration processes in Algorithm 1 and
Algorithm 2 are 02(./\/1./\/ ). Since the maximum number

of iterations is

/;l; mex, the computational complexity of
2 2

DUPA3Game is O(%) As defined above Theorem

3, Tinaz and @i, are constants. In addition, K is the

number of channels on individual edge servers. It is usually

not a large number. Thus, the computational complexity of

DUPA3Game is O(M2N).

5 [EVALUATION

In this section, we analyze the theoretical performance of

DUPA3Game first, and then we evaluate it against three
representative approaches experimentally.

5.1 Theoretical Analysis

In every iteration of the DUPA® game, the allocation deci-
sions for individual users are made in parallel. The decision
to be updated in each iteration is determined through a
random selection. Such non-deterministic selections possi-
bly lead to more than one Nash equilibrium. Therefore,
the performance of DUPA3Game is based on its Price of
Anarchy (POA), measured by the ratio of the central optimal
EDC strategy over the worst Nash equilibrium’s utility
[30]. In the DUPA® game, we measure the utility by the
overall system cost incurred and the overall system benefit
produced, both of which are calculated based on the number
of users allocated. Thus, we prove Lemma 2 first.

Lemma 2 (Number of Allocated User). For any Nash equi-
libria ¢ in the DUPA3, the number of users allocated
num(o) fulfills:

\_Tmzn/QmaIJ S num(g) S LTmam/sznJ + 1 (21)

We provide the proof of Lemma 2 in Appendix D.

5.1.1 POA in Overall System Cost

Let o* = (07,03, -+ ,0},) denote the central optimal EDC
strategy, and G denote EDC strategies achieving various
Nash equilibria. Now, we analyze the overall system cost
of DUPA3Game with Theorem 4 based on Lemma 2.

Theorem 4 (POA in Overall System Cost). Given the central
optimal EDC strategy 0" and an EDC strategy o € G, the
POA in overall system cost denoted by p,s: fulfills:

M — LTmin/QmaacJ
M - LTmax/sznJ -1

We provide the proof of Theorem 4 in Appendix E.

1 < pcost(a) < (22)

5.1.2 POA in Overall System Benefit
Another optimization objective in the DUPA® problem is
to maximize the overall system benefit. Here, we prove

Theorem 5 for analyzing the POA in overall system benefit
of DUPA3Game.

Theorem 5 (POA in Ouverall System Benefit). Given the
central optimal EDC strategy o* and an EDC strategy

TABLE 2
Parameter Settings

N M F
Set#1 10,20,---,50 200 10
Set #2 30 100, 150, - - -, 300 10
Set #3 30 200 6,8 ---,14

o € G, the POA of DUPA3Game in terms of overall
system benefit, denoted by ppene rit, fulfills:

Rmin( \_Tmln/Qman )

where R,,,;» is the minimum data rate of allocated users
by DUPA3Game, and R4 = max{B; , Ve, € C,s; €
St.

We provide the proof of Theorem 5 in Appendix F.

S pbenefit(a) S 1 (23)

5.2 Experimental Evaluation
5.2.1

We compare the performance of DUPA?Game against three
representative approaches:

o Centralized Algorithm for Cache Placement (CACP) [31]:
This greedy approach provides a near-optimal solu-
tion for minimizing the retrieval latency, considering
the intra-cell interference and signal noise.

e Data Rate Greedy (DRG): In each iteration of this
approach, each user applies for its maximum power
and sends its requests to all edge servers having
adequate cache spaces. This approach always selects
the data allocation decision that achieves the highest
increase in total data rate until it satisfies constraint
family (3). The user and power allocation decisions
are determined after the data allocation decision is
formulated.

e User Coverage Greedy (UCG): In each iteration of this
approach, the data allocation decision that allocates
the most users is always selected until it satisfies
constraint family (3). Once a data allocation deci-
sion is determined, UCG allocates the nearby users
to selected edge server under the available power
constraint. Similar to the DRG approach, each user
applies for its maximum power.

Competing Approaches

5.2.2 Experiment Settings

A real-world dataset, named EUA dataset?, is used to con-
duct the experiments. This dataset contains the geographical
locations of 130,000+ users and 90,000+ base stations in
Australia. The experiments are conducted in the Melbourne
CBD area with 816 users and 125 base stations. To simulate
EDC scenarios generically, we use unitized data sizes. The
maximum data cache storage is 20 units and each data is
randomly sized from 1 to 4 units. As mentioned in Section

2. https://github.com/swinedge/eua-dataset
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3, each device has its own power range. Thus, in our experi-
ments, the lower and upper bounds of each device’s power,
ie, & . and &l ., are randomly selected from 1 to 3 Watts
and 3 to 5 Watts, respectively, similar to the device power
settings employed in [13]. Following the same experiment
setting in [8], [20], each server has 10 channels, each with
channel bandwidth 1IMHz, transmit power 100 Watts and
background noise w = —174dBm, and we set A = 1 and

loss = 3 to calculate the channel gain gf i

We simulate different EDC scenarios in the experiments
by varying three parameters, summarized in Table 2: 1) the
number of edge servers N' = |S|; 2) the number of users
M = |U|; and 3) the number of data F = | D|. In these sets,
each experiment repeats 100 times when a setting parameter
varies, and the average results are reported. The overall
system cost and overall data rate are employed as the perfor-
mance metrics for effectiveness evaluation, corresponding
to EDC Objective #1 and EDC Objective #2 of the DUPA?
problem.

Computation time is employed as the metric for effi-
ciency evaluation. Please note that decisions in each itera-
tion of the DUPA?® game are simultaneously made. In this
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case, the time consumption of each iteration is calculated
with the most time-consuming decision in that iteration. In
addition, we also apply the number of decision iterations
in DUPA3Game as the convergence time to evaluate the
efficiency of a game-theoretical approach [1], [8].

5.2.3 Effectiveness

Through comparison with CACP, DRG and UCG, Figures 2
- 4 demonstrate the effectiveness of DUPA3Game. Overall,
DUPA3Game achieves the highest overall data rate for
users, while achieving the second lowest overall system
cost. Across three experiment sets, the average advantages
of DUPA®Game in the overall data rate are 116.63% over
CACP, 119.37% over DRG and 104.57% over UCG. With
respect to the overall system cost, its average performance
loss compared with UCG, which achieves lowest overall
system cost, is 8.82% in Set #1, 8.40% in Set #2 and 6.33%
in Set #3.

Fig. 2 depicts the results of Set #1. DUPA3Game achieves
remarkably higher data rates than the other approaches in
Fig. 2(a). When the number of edge servers increases, the
overall data rates increases for all four approaches, from
78,642 to 120,848 by 53.67% for DUPA®Game, from 44,624 to



51,304 by 14.97% for CACP, from 43,413 to 51,882 by 19.51%
for DRG and from 50,699 to 54,802 by 8.93% for UCG.
The reason is that, given more edge servers, users can be
allocated to different channels to reduce the interference and
receive higher transmit power. This is also the reason for the
reduction in Fig. 2(b). Since UCG is a cost-oriented greedy
approach that solely minimizes the overall system cost, it is
not surprising that UCG achieves the lowest overall system
cost in Fig. 2(b). DUPA3Game achieves the second lowest
overall system cost at 27.20 on average, compared with
CACP’s 33.08 and DRG's 32.76.

The experimental results with various numbers of users
are shown in Fig. 3. The overall data rate achieved by
DUPA3Game significantly and consistently outperforms
those achieved by CACP, DRG and UCG in Fig. 3(a).
The performance of DUPA?Game excels with significant ad-
vantages, 118.39% over CACP, 122.38% over DRG, 105.86%
over UCG. In addition, with the increase in the number of
users, the overall data rate achieved by DUPA3Game in-
creases much faster than the other approaches, i.e., 145.85%
(DUPA3Game) versus 82.14% (CACP), 72.91% (DRG) and
115.20% (UCG). This indicates that DUPA2Game can utilize
edge servers’ resources effectively, including cache spaces
and transmit power. When the number of users increases in
Fig. 3(b), the overall system cost increases for all four ap-
proaches. The reason is that more users cannot be allocated
due to the limited cache spaces and transmit power on edge
servers in the experiments.

Fig. 4 demonstrates the experimental results with var-
ious numbers of data to cache. In Fig. 4(a), DUPA3Game
achieves the highest overall data rate again. With more
data to be cached, the performance of all four approaches
declines. Fig. 4(a) also shows that the performance of
DUPA3Game decreases much slower than other approaches,
i.e. 13.75% (DUPA3Game) versus 33.82% (CACP), 34.57%
(DRG) and 28.27% (UCG). In Fig. 4(b), with the increasing
number of data, the overall system costs achieved by all
approaches increase, from 14.82 to 28.94 for DUPA®Game,
from 18.40 to 37.16 for CACP, from 19.58 to 35.42 for DRG
and from 14.50 to 27.40 for UCG. Since the reserved cache
spaces on edge servers are limited and do not suffice to
cache all the data requested by nearby users, more requested
data will result in more users retrieving data from the
remote cloud.

5.2.4 Efficiency

Fig. 2(c), Fig. 3(c) and Fig. 4(c) illustrate the computation
time taken by all the approaches in Sets #1, #2 and #3. In
all the experiments, UCG takes the least time to complete,
between 1ms and 7ms, and DRG takes the most time,
between 95ms and 3,298ms. Compared with CACP and
UCG and less than DRG, DUPA3Game takes more time
to complete, between 88ms and 440ms. This is the price it
pays for the significant effectiveness advantages over the
other approaches as shown and discussed in Section 5.2.3.
In Fig. 2(c), when the number of edge servers A increases
from 10 to 50 in Set #1, DUPA?Game’s computation time
rises from 151ms to 325ms by 115.24% in Fig. 2(c). When
the number of users M increases from 100 to 300 in Set
#2, DUPA?Game’s computation time increases from 88ms
to 441ms by 401.13% in Fig. 3(c). A comparison between
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Fig. 2(c) and Fig. 3(c) indicates that the impact of M is more
significant than that of /. These numerical results validate
the analysis of DUPA®Game’s computational complexity in
Section 4.2.

Fig. 2(d), Fig. 3(d) and Fig. 4(d) demonstrate the number
of iterations in DUPA3Game to achieve a Nash equilibrium.
As shown in Fig. 2(d), DUPA®Game requires more itera-
tions to converge with more edge servers. The reason is
that each user has more optional decision options. Thus,
DUPA3Game needs more iterations to move users around to
reach a Nash equilibrium. Interestingly, DUPA3Game takes
fewer iterations with more data. Since the average cache
spaces and user number are fixed, fewer users can be served
by the data allocation strategy obtained by DUPA?Game
in Phase #1. Accordingly, fewer iterations are needed to
finalize the decisions for all the users in Phase #2.

6 RELATED WORK

Multi-access edge computing (MEC) allows app vendors
deploying their data on edge servers to provide their users
low latency service. MEC offers many unique advantages
compared with cloud computing, however, it poses many
new challenges for app vendors, e.g., edge data distribution
[5], edge data integrity [32], collaborative edge computing
[33], etc.

In recent years, researchers are starting to investigate
edge data caching (EDC). Cao et al. [4] modeled the EDC
problem as an auction between the edge infrastructure
provider and users, where the former determined the alloca-
tion of cache spaces based on the latter’s data evaluations. A
method was proposed to calculate the cache space allocation
and users’ payments for cache data that optimized the data
retrieval quality. Gharaibeh et al. [3] leveraged the ability
of collaborative edge servers for minimizing app vendors’
data caching cost. They proposed an online algorithm to
determine how data should be retrieved and cached to
fulfill users” data requests. Tran et al. [18] targeted edge
video caching specifically and proposed two approaches,
one for video data allocation and the other for video request
scheduling. Their main objective was to optimize users’
quality of experience by caching different bitrate versions
of a video on edge servers. While edge data caching is a
highly active research area where significant attentions are
paid to users’ quality of experience, none of the existing
studies have taken into account the impacts of networking
resources, which directly dictates users’ data rates when
retrieving data from edge servers.

Very recently, researchers are starting to realize the im-
portance of networking resources in MEC. As the de facto
radio access scheme for 5G, Non-Orthogonal Multiple Ac-
cess (NOMA) promises low latency and massive connectiv-
ity among users and edge servers [12]. It complicates the
allocation of users to base stations and has attracted a lot of
researchers’ attention [15], [20], [23], [24]. Fu et al. [23] stud-
ied a joint user allocation and power optimization problem
under the NOMA scheme. They first proposed a distributed
user selection and grouping approach to partition users into
different groups. Then, they implemented a classic heuristic
algorithm to optimize power consumption based on user
allocation. Nguyen et al. [24] investigated a similar joint user



allocation and power control problem under the NOMA
scheme, aiming to maximize the spectral efficiency. They
formulated it as a non-convex problem and proposed two
heuristic algorithms to solve this problem.

In the NOMA-based MEC environment, app vendors
must consider the allocation of data, users and transmit
power jointly and systematically when formulating their
EDC strategies. Without considering the characteristics of
edge data caching, existing user allocation approaches de-
signed under the NOMA scheme cannot be integrated into
EDC approaches directly to tackle the new and challenging
DUPA? problem. In this study, we proposed a novel two-
phase game-theoretical approach named DUPA®Game to
solve this problem specifically.

7 CONCLUSION

In this paper, we have tackled the edge data caching prob-
lem in MEC environments. We formulated it as a joint data
allocation, user allocation and power allocation (DUPA?)
problem and proved the NP-completeness of this DUPA?
problem. In order to be able to practically solve it, we pro-
posed the novel DUPAGame, a two-phase game-theoretical
approach that formulates a DUPA® game admitting a Nash
equilibrium to solve the DUPA® problem. We analyzed
the theoretical performance of DUPA3Game and used a
real-world dataset to evaluate DUPA3Game experimentally.
The results demonstrate the effectiveness and efficiency of
DUPA3Game for solving the DUPA? problem.

In the future work, we will also investigate the impact
of users” dynamic participation in DUPA? scenarios where
edge devices move around.
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APPENDIX A
PROOF OF LEMMA 1

Proof If user u; can be allocated to the edge serve s; on
channel c¢; j, there is:

R, >R
Based on Eq. (11), this inequality can be converted to:

Uik ()]

g? kpzk'
Z 91 kpzk —
t=j+1 QBL k—1

J _ 7.
*Si,k*W*TJ

Thus, the interference received by user u; is at most 7;. [

APPENDIX B
PROOF OF THEOREM 2

Proof = Assuming two allocation decisions ¢; and o7, that
fulfill B, (0;) < BT’L].(J;), for user u;. To prove this
theorem, there are two cases according to (13): 1) 0; # oy
and o’ # 0¢; and 2) 0; = 09 and o # 0.

Case 1: 0; # 0 and 0 # 0.

In this case, user u; should be moved from channel c; j,
to ¢y . Given B'(L (o) < Bgfj(aé-), based on Eq. (13),
there is Rf < RZ,7 - According to Eq. (11), we can obtain:

p;
Bi . log, (1+ e u . )
Zt 1313-1 Zk + kk

p‘/ ’
< Bi/,k’ 10g2 (1 + ok )
|M’k’(f’)| j ’k/+w
t=j+1 P T =5
l,’»'/
And we can obtain:
[Us 1 (o)] [Usr g (0)]
t ot t t
Z 9i kPik > Z 9ir k' Pir i/
t=j+1 t=j+1

Thus, the difference between the potentials produced by
o; and a;» calculated with Eq. (20) can be represented as
follows:

/
m(oj,0-5) —m(0},0-5) =
[Uyr g ()] Ui k()]
J o t t J o t ot
95, 1P5 K Z 9ir k' Pir it — 93 kPi k Z 9ikPik <0
t=j+1 t=j+1

Case 2: 0; = 0 and 0 # 0.
In this case, user u; is unallocated and submits its update
request for moving to channel ¢;s 3. According to Lemma 1,

we know that ZWL ()] i 1Pi ), < Ty Similar to Case 1,

t=75+1
there is:
m(0j,0-5) —m(of,0-5) =
_ o Uik (0)] )
J J t t -
9ir k' Pir g/ Z 9ir wPir ko — i kP Lt <0
t=j+1
Therefore, 7(0;, 0_;) is a potential function and the DUPA?

game is a potential game. O
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APPENDIX C

PROOF OF THEOREM 3

Proof This proof is conducted for scenarios where T}
and @); are non-negative integers. The convergence time of
DUPA? in scenarios where 7 and @; can be real numbers

is evaluated through experiments in Section 5.2.
According to Eq. (20), there is:

A Z Tmaz :

u] cu

maxr (ijo'fj) S 0

Since the total number of users is M, we can obtain:

1
—5MT s < 7(05,0-5) <0 (24)
If user u; decides to update its allocation decision o;
by o, the corresponding benefit should be increased, i.e.,
Bes_,(0j) < Bros_,(0%). This also leads to an increase in
the potential with 71'(0'], _j), denoted by ¢;, according to

Definition 5:

m(oh,05) > m(oj,0- ;) +¢; (25)

Now we try to prove ¢; = (); for obtaining
min, ey (€j) = Qmin, Where min, ey(e;) is the lowest
value increased by updating a decision. Similar to Theorem
2, there are two cases when a decision is updated for a user:
1) 0 # 0o and o’; # 0¢; and 2) 0 = 0 and 7 # 0.

Case 1: 0; # 0 and 0 # 0.

Based on Case 1 in the proof of Theorem 2, we can obtain:

m(0,0-5) = m(05,0-5)
Ui,k ()] ;s s ()]
:Qj ( Z Qt'I{aj;éa'g} - Z Q;.I{g;;éo'o}) >0
t=j+1 t=j+1
(26)
Since (); > 0 is an integer for any u; € U, there is:
Wi,k(ffﬂ |Mi’,k’(f’)|
Z Q- I{oﬁéoo} - Z Qi : I{a;¢go} >1
t=j+1 t=j+1

Thus, according to Eq. (26), there is:
m(0f,0-5) > Q;j +7(05,0-5) = Qumin +7(0j,0_5)

Case 2: 0; = 0 and 0 # 0.
Based on Case 2 in the proof of Theorem 2, we can obtain:

m(0%,0-4) —m(oj,0-5)
[U;r g (o)
=Q; - (Tj— > Q- Lot #00}) >0
t=j+1

Similar to Case 1 in this proof, we can also obtain the
following inequality:

m(0},0-5) = Q; +7(05,0-5) = Quin + m(0j,0-5)
Therefore, according to (24) and (25), there is:

2
Y < MTmaz
- Qszn

This indicates that the max1mum convergence time of

DUPA3Game is at most 2% 50 M inas . Therefore, Theorem 3 holds.
O



APPENDIX D
PROOF OF LEMMA 2

Proof AsT] is the maximum interference received by user
u;, Eq. (19) also holds for the optimal strategy o*:

> @

u€U\{u; }iof =07

T; >

It follows Q) > Qmin- Thus, for edge server s;, there is:

>

ur€U\{u; }iof=07

(nums«; (U*) - ]-) : Qmin < Qt < Tj < Tmaa:

This inequality can be converted to:
num5i<0*) S LTmam/QminJ + 1

That is,

Z I{g‘;‘>0} S M : (LTmax/sznJ + 1)

u; €U

For any feasible strategy o € G except ¢*, the total
number of allocated users, calculated with 3~ - g nums, (o),
is less than M. Given a user u; € U, it can be found that

> @

ut EU\{uj}:or=0;

T; <

ie.,

>

ut €U\{u;}:or=0;

numsg, (U) . Qmam Z Ql 2 Tj 2 Tmin

Thus, there is nums,(0) > |Tmin/Qmaz] and
Zuj culio; >0y = M- | Tonin/@maz |- Finally, we obtain the
upper and lower bounds of the allocated users by strategy
o

LTmzn/QmazJ < num(a) < LTmax/sznJ +1

Therefore, Lemma 2 is proved. O

APPENDIX E
PROOF OF THEOREM 4

Proof Here, we calculate the POA of DUPA?Game in
system cost based on (14) and (21):

M — ZS‘ES nums; (J)
Pcost S :
M — ZsiGS nums, (U*)
M — I_Tmin/Qman
- M- LTmax/QminJ -1

Since the overall system cost achieved by DUPA3Game
is not lower than that achieved by the optimal EDC strategy
0%, peost 1s not lower than 1. Thus, Theorem 4 holds. O
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APPENDIX F
PROOF OF THEOREM 5

Proof Let us denote R, as the minimum data rate of
the users allocated by DUPA3Game:

— PR ) Yein € Cysi € S)
Dik = Omin

Given Romin and Ryes, the POA of DUPA3Game in
terms of the overall system benefit can be calculated with:

Romin > min{B; . - loga(

P Zujeu BT,U*J' (Uj)
benefit =

T Y eu Broos (o)
> Rmin ZsiES nums, (O')

" Rinaz 2s,e5 Mums, (0%)

7?/min

- R user
max

(o)
Based on Lemma 2, the lower bound of ppene it satisfies:
S Rmzn( LTmzn/Qmaa:J )
Pbenefit =
Rmam(LTmam/QminJ + 1)

The overall system benefit achieved by DUPA®Game
cannot be higher than that achieved by the optimal EDC
strategy o*. Thus, Theorem 5 holds. O




