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Software vulnerabilities (SVs) have become a common, serious, and crucial concern due to the ubiquity

of computer software. Many AI-based approaches have been proposed to solve the software vulnerability

detection (SVD) problem to ensure the security and integrity of software applications (in both the development

and testing phases). However, there are still two open and significant issues for SVD in terms of i) learning

automatic representations to improve the predictive performance of SVD, and ii) tackling the scarcity of labeled

vulnerability datasets that conventionally need laborious labeling effort by experts. In this paper, we propose

a novel approach to tackle these two crucial issues. We first exploit the automatic representation learning

with deep domain adaptation for SVD. We then propose a novel cross-domain kernel classifier leveraging the

max-margin principle to significantly improve the transfer learning process of SVs from imbalanced labeled

into imbalanced unlabeled projects. Our approach is the first work that leverages solid body theories of the

max-margin principle, kernel methods, and bridging the gap between source and target domains for imbalanced

domain adaptation (DA) applied in cross-project SVD. The experimental results on real-world software datasets

show the superiority of our proposed method over state-of-the-art baselines. In short, our method obtains a

higher performance on F1-measure, one of the most important measures in SVD, from 1.83% to 6.25% compared

to the second highest method in the used datasets.
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1 INTRODUCTION
Software vulnerabilities (SVs), defined as specific flaws or oversights in software programs allowing

attackers to exploit the code base and potentially undertake dangerous activities (e.g., exposing or

altering sensitive information, disrupting, degrading or destroying a system, or taking control of a

program or computer system) [Dowd et al.(2006), Fu et al.(2024b)], are very common and represent

major security risks due to the ubiquity of computer software. Detecting and eliminating software
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vulnerabilities are hard as software development technologies and methodologies vary signifi-

cantly between projects and products [Fu et al.(2022), Liu et al.(2022), Thongtanunam et al.(2022),

Fu et al.(2023a), Fu et al.(2024a)]. The severity of the threat imposed by software vulnerabilities

(SVs) has significantly increased over the years causing significant damages to companies and

individuals. The worsening software vulnerability situation has necessitated the development of

automated advanced approaches and tools that can efficiently and effectively detect SVs with a

minimal level of human intervention.

Software vulnerability detection (SVD) is crucial in software engineering to ensure the secu-

rity and integrity of software applications [Dowd et al.(2006), Lin et al.(2020), Hanif et al.(2021),

Nguyen et al.(2021), Fu and Tantithamthavorn(2022), Liu et al.(2023), Fu et al.(2023b)]. The ability

to identify vulnerable programs or functions is a critical part of the security engineering process

which helps security professionals efficiently allocate their resources and address severe vulnerabil-

ities (in the development and testing phases), ultimately enhancing the security and reliability of

the software application. To respond to this demand, many vulnerability detection systems and

methods, ranging from open source to commercial tools, and from manual to automatic meth-

ods [Neuhaus et al.(2007), Shin et al.(2011), Grieco et al.(2016), Li et al.(2018b), Duan et al.(2019),

Cheng et al.(2019), Wattanakriengkrai et al.(2020), Pornprasit and Tantithamthavorn(2021)] have

been proposed and implemented.

Most previous work in software vulnerability detection (SVD), such as [Yamaguchi et al.(2011),

Shin et al.(2011), Li et al.(2016), Grieco et al.(2016), Kim et al.(2017)], has based primarily on hand-

crafted features which are manually chosen by knowledgeable domain experts with possibly

outdated experience and underlying biases. In many situations, these handcrafted features do not

generalize well. For example, features that work well in a certain software project may not perform

well in other projects [Zimmermann et al.(2009)]. To alleviate the dependency on handcrafted

features, the use of automatic features in SVD, leveraging deep learning (DL) techniques, has been

studied [Li et al.(2018b), Dam et al.(2018), Li et al.(2018a), Pornprasit and Tantithamthavorn(2022),

Nguyen et al.(2022a), Fu et al.(2024c)]. These DL-based approaches show the advantages of em-

ploying automatic features over handcrafted features for addressing the SVD problem.

Another major challenging issue in SVD is the scarcity of labeled software projects that are

needed in order to train the machine learning and deep learning SVDmodels. The process of labeling

vulnerable source code is tedious, time-consuming, error-prone, and can be very challenging even

for domain experts. This has resulted in few labeled projects compared with a vast volume of

unlabeled ones. Some recent approaches [Nguyen et al.(2019), Nguyen et al.(2020), Liu et al.(2020)]

have been proposed to solve this challenging problem with the aim to transfer the learning of

vulnerabilities from labeled source domains to unlabeled target domains. Particularly, the methods

in [Nguyen et al.(2019), Nguyen et al.(2020)] learn domain-invariant features from the source code

data of the source and target domains by using the adversarial learning framework such as generative

adversarial network (GAN) [Goodfellow et al.(2014)] while the method in [Liu et al.(2020)] consists

of many subsequent stages: i) pre-training a deep feature model for learning representation of token

sequences (i.e., source code data), ii) learning cross-domain representations using a transformation

to project token sequence embeddings from (i) to a latent space, and iii) training a classifier from the

representations of the source domain data obtained from (ii). However, none of these methods exploit

the imbalanced nature of source code projects for which the vulnerable data points are significantly

minor compared to non-vulnerable ones. Without a robust capability to learn from small amounts

of data (vulnerable data), SVD models are likely to be more influenced by large amounts of data

(non-vulnerable). This can potentially diminish their ability to effectively detect vulnerabilities in

cross-domain vulnerability classification. The negative effect of this issue can be exhibited via the

F1-measure of the models when applied to the target domain.
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On the other hand, kernel methods with the max-margin principle are widely recognized for

their effectiveness in handling imbalanced datasets [Schölkopf et al.(2001), Kotsiantis et al.(2006),

Tsang et al.(2007), Le et al.(2010), Le et al.(2014), Duong et al.(2015)]. In addition, they can help

achieve high generalization performance even with a relatively small number of data points. To

simplify, they create a defined region in the feature space, often represented as a simple geomet-

ric shape such as a half-hyperplane [Schölkopf et al.(2001)] or hypersphere [Tax and Duin(2004),

Tsang et al.(2005), Tsang et al.(2007)], to encapsulate the majority class, which typically corre-

sponds to non-vulnerable data in the context of SVD. The key idea is that a simple domain of

majority in the feature space, when being mapped back to the input space, forms a set of contours

that can distinguish majority data from minority data (i.e., vulnerable data).

In this paper, by leveraging learning domain-invariant features and kernel methods with the

max-margin principle, we propose Domain Adaptation with Max-Margin Principle (DAM2P) to

efficiently transfer the learning of vulnerabilities from imbalanced labeled source domains to

imbalanced unlabeled target domains. Inspired by the max-margin principle proven efficiently and

effectively for learning from imbalanced data, when learning domain-invariant features between

the source and target domains, we propose to learn a max-margin hyperplane (i.e., cross-domain

kernel classifier) on the feature space to separate vulnerable and non-vulnerable data.

More specifically, we combine labeled source domain data and unlabeled target domain data and

then learn a hyperplane to separate labeled source domain non-vulnerable from vulnerable data and

unlabeled target domain data from the origin such that the margin is maximized. In addition, the

margin is defined as the minimization of the source domain and target domain margins in which

the source domain margin is regarded as the minimal distance from vulnerable data points to the

hyperplane, while the target domain margin is regarded as the distance from the origin (i.e., the (0,0)

coordinate in the feature space) to the hyperplane [Schölkopf et al.(2001)]. Furthermore, it is worth

noting that in our proposed cross-domain kernel classifier, the source domain margin is utilized

to leverage information from the labeled source domain in constructing the classifier within the

feature space. Meanwhile, the target domain margin plays a crucial role in harnessing information

from the unlabeled target domain, contributing to the ongoing process of updating and enhancing

the classifier’s capability in vulnerability transfer learning.

Our key contributions in this work include:

• We propose a novel approach named DAM2P for the topical problem of cross-domain imbal-

anced SVD. In particular, in our proposed method, we leverage learning domain-invariant

features and kernel methods with the max-margin principle that can bridge the gap between

the source and target domains on a joint space while being able to tackle efficiently and

effectively the imbalanced nature of the source and target domains to significantly improve

the transfer learning process of SVs from imbalanced labeled projects into imbalanced unla-

beled ones. To the best of our knowledge, our approach is the first work that leverages solid body

theories of the max-margin principle, kernel methods, and bridging the gap between source and

target domains for imbalanced domain adaptation (DA) applied in cross-project SVD.

• We conduct extensive experiments on five real-world software datasets consisting of FFmpeg,

LibTIFF, LibPNG, VLC, and Pidgin software projects. It is worth noting that to demonstrate

and compare the capability of our proposed method and baselines in the transfer learning for

SVD, the datasets (FFmpeg, VLC, and Pidgin) from themultimedia application domain are used

as the source domains whilst the datasets (LibPNG and LibTIFF) from the image application

domain are used as the target domains. The experimental results show that our method

significantly outperforms the baselines by a wide margin, especially for the F1-measure, one

of the most important measures in SVD [Li et al.(2016), Li et al.(2018a), Nguyen et al.(2019)].
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2 MOTIVATING EXAMPLE
Figure 1 shows an example of source code functions obtained from the open-source VLC and

LibPNG projects. Both functions from the VLC and LibPNG projects depicted in Figure 1 invoke the

memcpy function which is used to copy the contents of one buffer to another buffer. The misuse

of this function can cause a buffer overflow if there is insufficient memory allocated in the target

buffer for all of the contents to be copied from the source buffer.

Fig. 1. An example of two C/C++ source code functions obtained from the LibPNG project (Left) and VLC

project (Right). These two source code examples highlight the same buffer overflow vulnerability due to the

misuse of the memcpy function.

To demonstrate that transfer learning for software vulnerability detection between source code

data (e.g., functions) from different projects (i.e., domains) is plausible and promising, we observe

that the functions (from different projects) in Figure 1 are written in different ways, but share

similar semantic relationships (i.e., the similar nature types of vulnerabilities). Therefore, a model

that can capture the characteristics of the first function in the first project should ideally be able

to accurately predict the second function in the second project. Thus it makes sense to undertake

transfer learning from the first project to the second project.

We findmany other source code functions across the projects that suffer from similar vulnerability

types. This observation provides us with the motivation and incentive to undertake transfer learning

from a labeled software project to another unlabeled software project. We present our novel

approach – Domain Adaptation with Max-Margin Principle (DAM2P) – proposed for solving cross-

project imbalanced software vulnerability detection. Our DAM2P approach allows us to transfer

a deep vulnerability classifier obtained from an imbalanced labeled software project to another

imbalanced unlabeled software project. Compared to the state-of-the-art baselines, our approach

is one of the very first methods taking into account the imbalanced nature of source code data,

for which the vulnerable data points are significantly minor compared to non-vulnerable ones, in

cross-domain SVD for successfully boosting the vulnerability transfer learning process.

Our goal in tackling cross-domain software vulnerability detection is twofold. Firstly, we aim to

address the scarcity of labeled source code projects required for training machine learning and deep

learning models to identify vulnerabilities in source code data. Secondly, we seek to directly aid

software engineers in identifying vulnerable programs or functions in source code projects from

various domains. This assistance is provided through the application of a vulnerability classifier

learned from a specific domain project.
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In the scope of our paper, in our experiments, we consider different software domains are those

that come from different software applications (e.g., multimedia applications and image applications)

written in the same C/C++ programming language. These domains are written in different ways

(e.g., using different structures or variable names); however, they share the same nature (types)

of code vulnerabilities. This property lets our proposed method and the baselines be deployed

realistically for cross-domain software vulnerability detection.

3 RELATEDWORK
Automatic features in SVD have been studied [Li et al.(2018b), Lin et al.(2018), Dam et al.(2018),

Li et al.(2018a), Duan et al.(2019), Cheng et al.(2019), Zhuang et al.(2020)] due to its advantages of

employing automatic features over handcrafted features. In particular, [Dam et al.(2018)] employed

a deep neural network to transform sequences of code tokens to vectorial features that are further fed

to a separate classifier; whereas [Li et al.(2018b)] combined the learning of the vector representation

and the training of the classifier in a deep network. Advanced deep net architectures have been

investigated for the SVD problem. [Russell et al.(2018)] combined both recurrent neural networks

(RNNs) and convolutional neural networks (CNNs) for feature extraction from the embedded source

code representations while [Zhuang et al.(2020)] proposed a model for smart contract vulnerability

detection based on a graph neural network [Kipf and Welling(2016)].

Deep DA-based methods have been recently studied for cross-domain (cross-project) SVD.

Notably, [Nguyen et al.(2019)] proposed a novel architecture and employed the adversarial learning

framework (e.g., GAN) to learn domain-invariant features that can be transferred from labeled

source to unlabeled target code projects. [Nguyen et al.(2020)] enhanced [Nguyen et al.(2019)]

by proposing an elegant workaround to combat the mode collapsing problem possibly faced in

that work due to the use of GAN. Finally, [Liu et al.(2020)] proposed a multi-stage approach with

three sequential stages: i) pre-training a deep model for learning the representation of token

sequences (i.e., source code data), ii) learning cross-domain representations using a transformation

to project token sequence embeddings from (i) to a latent space, iii) training a classifier from the

representations of the source domain data obtained from (ii). The trained classifier is then applied

to the target domain.

In computer vision, DA has been intensively studied and showed appealing performance in vari-

ous transfer learning tasks, notably DDAN [Ganin and Lempitsky(2015)], MMD [Long et al.(2015)],

D2GAN [Nguyen et al.(2017)], DIRT-T [Shu et al.(2018)], HoMM [Chen et al.(2020)], and LAMDA

[Le et al.(2021)]. Most of the introduced methods were claimed, applied, and showed the results

for vision data. There is no evidence that they can straightforwardly be applied to source code

data in cross-project SVD. It is worth noting that cross-project SVD is special because the source

code data are more complicated and different from text and image data due to consisting of com-

plex semantic and syntactic relationships between statements and tokens. In our paper, inspired

by [Nguyen et al.(2019)], we borrowed the principles of some well-known and state-of-the-art

methods, e.g., DDAN, MMD, D2GAN, DIRT-T, HoMM, and LAMDA, and refactored them using the

CDAN architecture introduced in [Nguyen et al.(2019)] for cross-project SVD to compare with our

proposed approach.

We note that our method is different from previous baselines, which also use deep domain adaptation

(DA) for cross-project SVD such as [Nguyen et al.(2019), Nguyen et al.(2020), Liu et al.(2020)], in

proposing a novel cross-domain kernel classifier leveraging max-margin kernel methods for handling

imbalanced nature of the source code data. To the best of our knowledge, none of the previous cross-

project SVD approaches exploit and address the imbalanced nature existing in source code projects for

cross-project SVD.
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4 RELATED BACKGROUND

4.1 Kernel methods
Kernel methods are a class of machine learning techniques widely recognized for their versa-

tility and effectiveness in various domains. At their core, they transform data into a higher-

dimensional space, allowing for the discovery of complex patterns and relationships that might

not be readily apparent in the original data space. This transformation is achieved using math-

ematical kernel functions (e.g., Linear kernel, Polynomial kernel, or Gaussian kernel taking in-

put vectors in the original space and returning the dot product of the vectors in the feature

space [Hearst et al.(1998), Schölkopf and Smola(2002), Hofmann et al.(2008), Nguyen et al.(2014),

Le et al.(2015), Le et al.(2016)]), which quantify the similarity or dissimilarity between data points.

One of the key strengths of kernel methods is their ability to handle both linear and non-

linear relationships, making them particularly useful in tasks such as classification, regression,

and clustering. They excel in scenarios with imbalanced datasets, enabling the identification

of rare events or minority classes. In addition, they can help achieve high generalization perfor-

mance evenwith a relatively small number of data points [Schölkopf et al.(2001), Hsu and Lin(2002),

Kotsiantis et al.(2006), Tsang et al.(2007), Le et al.(2010)]. Some popular examples of kernel meth-

ods include Support Vector Machines (SVMs) [Hearst et al.(1998)] and Kernel Principal Component

Analysis (Kernel PCA) [Weston et al.(2003)]. These methods find applications in various fields,

including image analysis, natural language processing, and bioinformatics, making them valuable

tools for extracting meaningful insights from complex data.

Support vector machines. The support vector machine (SVM) was first introduced in the early

1960s to create a linear decision boundary in the input space [Vapnik and Lerner(1963)]. However,

between 1992 and 1995, it was extended to establish a linear decision boundary in the feature space

while allowing for non-linear decision boundaries in the input space, as detailed in the works

of [Cortes and Vapnik(1995)]. Since then, SVM has evolved into a leading classifier with various

adaptations [Schölkopf et al.(2000), Lin and Wang(2002)].

SVM has emerged as one of the most frequently utilized methods for addressing pattern recogni-

tion challenges. Its exceptional generalization capabilities, along with its capacity to learn from

any dataset with minimal error, have made it widely applicable in real-world scenarios. The core

concept of SVM involves mapping data from the input space to the feature space and learning an

optimal hyperplane in such a way that the margin, representing the distance between the closest

training set vector and the hyperplane, is maximized. This emphasis on maximizing the margin is

what drives the learning capacity of the hyperplane.

Let the training set be {(𝒙1, 𝑦1), (𝒙2, 𝑦2), ..., (𝒙𝑙 , 𝑦𝑙 )} where 𝑦1, 𝑦2, ..., 𝑦𝑙 ∈ {−1, 1} are labels. Let
𝜙 be the transformation from the input space to the feature space. Driven by the structural risk

minimization principle, for minimizing the empirical risk and maximizing the generalization

capacity, the SVM optimization problem was introduced as follows:

min

w,𝑏
( 1

2

∥w∥2 +𝐶
𝑙∑︁
𝑖=1

𝜉𝑖 )

subject to

𝑦𝑖 (w⊤𝜙 (𝒙𝑖 ) + 𝑏) ≥ 1 − 𝜉𝑖 , 𝑖 = 1, ..., 𝑙

where ℎ(𝒙) = w⊤𝜙 (𝒙) + 𝑏 is an optimal hyperplane while 𝜉𝑖 ≥ 0 with 𝑖 = 1, ..., 𝑙 are slack

variables, and 𝐶 is a positive constant regarded as a trade-off parameter. With the slack variables,

SVMs can be applicable to the case where the data are linearly inseparable.
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5 DOMAIN ADAPTATIONWITH MAX-MARGIN PRINCIPLE (DAM2P)
In the following sections, we elucidate the workings of our proposed DAM2P method and its

approach for addressing the cross-domain imbalanced software vulnerability detection problem.

First, we articulate the problem statement associated with cross-domain imbalanced software

vulnerability detection. We then expound on the utilization of deep domain adaptation, employing

an adversarial learning framework such as GAN, to learn domain-invariant features. Finally, we

illustrate how our proposed cross-domain kernel classifier, leveraging the max-margin principle,

operates. It integrates with the process of learning domain-invariant features to not only bridge the

gap between the source and target domains in a joint space but also to efficiently and effectively

handle the imbalanced nature of both source and target domains to significantly enhance the

transfer learning process of software vulnerabilities from imbalanced labeled projects to imbalanced

unlabeled other projects.

5.1 Problem Statement
Given a labeled source domain dataset 𝑆 =

{(
𝒙𝑆

1
, 𝑦1

)
, . . . ,

(
𝒙𝑆
𝑁𝑆
, 𝑦𝑁𝑆

)}
where 𝑦𝑖 ∈ {−1, 1} (i.e., 1:

vulnerable code and −1: non-vulnerable code), let 𝒙𝑆𝑖 =
[
𝒙𝑆𝑖1, . . . , 𝒙

𝑆
𝑖𝐿

]
be a code function represented

as a sequence of 𝐿 embedding vectors. We note that each embedding vector corresponds to a

statement in the code function. Similarly, the unlabeled target domain dataset 𝑇 =

{
𝒙𝑇

1
, . . . , 𝒙𝑇

𝑁𝑇

}
consists of many code functions where each code function 𝒙𝑇𝑖 =

[
𝒙𝑇𝑖1, . . . , 𝒙

𝑇
𝑖𝐿

]
is a sequence of 𝐿

embedding vectors.

In standard DA approaches, domain-invariant features are learned on a joint space so that a

classifier mainly trained based on labeled source domain data can be transferred to predict well

unlabeled target domain data. The classifiers of interest are usually deep nets conducted on top

of domain-invariant features. In this work, by leveraging the kernel theory and the max-margin

principle, we consider a kernel machine on top of domain-invariant features, which is a hyperplane

on a feature space via a feature map 𝜙 .

Inspired by the max-margin principle proven efficiency and effectiveness for learning from

imbalanced data, when learning domain-invariant features, we propose to learn a max-margin

hyperplane on the feature space to separate vulnerable (small amounts of code) and non-vulnerable

(large amounts of code) data. More specifically, we combine labeled source domain data and

unlabeled target domain data, and then learn a hyperplane to separate source domain non-vulnerable

from vulnerable data and target domain data from the origin such that the margin is maximized.

Here, the margin is defined as the minimization of the source domain and target domain margins

in which the source domain margin is defined as the minimum distance from vulnerable data points

to hyperplane while the target domain margin is defined as the distance from the origin (i.e., the

(0,0) coordinate in the feature space) to the hyperplane [Schölkopf et al.(2001)].

5.2 Our Proposed Approach
We aim to build a model that can effectively be used for cross-domain vulnerability detection

where the vulnerability detection classifier learned from a labeled source domain can be transferred

to classify the data from an unlabeled target domain. That directly aids software engineers in

identifying vulnerable programs or functions in source code projects from various domains.

It is essential to emphasize the presence of a data representation gap between the source and target

domains in cross-domain vulnerability detection [Nguyen et al.(2019), Nguyen et al.(2020)]. Hence,

to ensure the effective application of the classifier trained on the source domain for classifying data

from the target domain, the initial component of our proposed method focuses on bridging the gap
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between these domains. To do that, we leverage the power of deep domain adaptation using the

adversarial training principle, an effective and popular approach, for learning domain-invariant

features as presented below.

5.2.1 Deep Domain Adaptation for Learning Domain-Invariant Features. In what follows,

we present the architecture of our generator 𝐺 and how to use an adversarial learning framework,

GAN [Goodfellow et al.(2014)], to learn domain-invariant features in a joint latent space specified

by 𝐺 . To automatically learn the key features of the sequential source code data, inspired by

[Li et al.(2018b), Nguyen et al.(2019), Nguyen et al.(2020)], we apply a bidirectional recurrent neural

network (bidirectional RNN) to both the source and target domains. Given a source code function

𝒙 in the source domain or the target domain, we denote the output of the bidirectional RNN by

B (𝒙). We then use some fully connected layers to connect the output layer of the bidirectional

RNN with the joint feature layer wherein we bridge the gap between the source and target domains.

The generator is consequently the composition of the bidirectional RNN and the fully connected

layers: 𝐺 (𝒙) = 𝑓 (B (𝒙)) where 𝑓 (·) represents the map formed by the fully connected layers.

Fig. 2. A visualization of deep domain adaptation using an adversarial learning framework (i.e., GAN

[Goodfellow et al.(2014)]) for learning domain-invariant features. The generator 𝐺 takes the sequence of

code statements (i.e., each code statement is in the vectorial form obtained from the data processing and

embedding step) and maps this sequence to the joint layer (i.e., the joint space). Inspired by the GAN principle,

the discriminator 𝐷 is invoked to discriminate the source and target domain data while the generator 𝐺 is

trained to fool the discriminator 𝐷 by making the source and target domain data indistinguishable. At the

Nash equilibrium point, the source and target distributions are identical in the joint space.

Subsequently, to bridge the gap between the source and target domains in the latent space,

inspired by GAN [Goodfellow et al.(2014)], we apply an adversarial training process. As demon-

strated in Figure 2, we use a domain discriminator 𝐷 to discriminate the source domain and target

domain data and train the generator 𝐺 to fool the discriminator 𝐷 by making the source domain

and target domain data indistinguishable in the latent space. The objective function is hence as

follows:

H (𝐺,𝐷) :=
1

𝑁𝑆

𝑁𝑆∑︁
𝑖=1

log𝐷

(
𝐺

(
𝒙𝑆𝑖

))
+ 1

𝑁𝑇

𝑁𝑇∑︁
𝑖=1

log

[
1 − 𝐷

(
𝐺

(
𝒙𝑇𝑖

))]
(1)

where we seek the optimal generator 𝐺∗
and the domain discriminator 𝐷∗

by solving:

𝐺∗ = argmin

𝐺

H (𝐺, 𝐷) and𝐷∗ = argmax

𝐷

H (𝐺, 𝐷)
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It is crucial to highlight that optimizing Eq. (1) involves training the discriminator 𝐷 to maximize

the probability of correctly assigning domain labels to the representations of both source and

target domain data generated by the generator𝐺 . Considering a single probability scalar output

by the discriminator 𝐷 , updating the discriminator 𝐷 by maximizing Eq. (1) requires aiming for a

value close to 1 for 𝐷
(
𝐺
(
𝒙𝑆𝑖

) )
and a value close to 0 for 𝐷

(
𝐺
(
𝒙𝑇𝑖

) )
. Conversely, minimizing Eq.

(1) during the generator G updating process aims to achieve a value close to 1 for 𝐷
(
𝐺
(
𝒙𝑇𝑖

) )
. In

essence, this adversarial optimization process involves the discriminator D learning to differentiate

between the representations of source and target domain data, while the generator G endeavors to

make the representations of target domain data indistinguishable from those of the source domain

data. Ultimately, by the end of the training process, through the generator 𝐺 , the representations

of source and target domain data are bridged in the latent space.

5.2.2 Cross-domainKernel Classifier. Integratingwith the process of learning domain-invariant

features to bridge the gap between the source and target domains in the latent space, thereby

facilitating the vulnerability transfer learning process, the second part of our proposed model

involves constructing a cross-domain classifier. The classifier is designed not only to efficiently and

effectively handle the imbalanced nature of both source and target domains but also to leverage

the information from the unlabeled target domain to further update and enhance the classifier’s

capability in vulnerability transfer learning. In what follows, we illustrate how our proposed cross-

domain kernel classifier, leveraging the max-margin principle (i.e., effectiveness in handling imbal-

anced datasets [Schölkopf et al.(2001), Hsu and Lin(2002), Kotsiantis et al.(2006), Tsang et al.(2007),

Le et al.(2010)]), operates.

To build up an efficient domain adaptation approach for source code data that can tackle well

the imbalanced nature of source code projects, we leverage learning domain-invariant features

with the max-margin principle in the context of kernel machines to propose a novel cross-domain

kernel classifier named DAM2P. In particular, inspired by the max-margin principle, we construct

a hyperplane on the feature space: w𝑇𝜙 (𝐺 (𝒙)) − 𝜌 = 0 with the feature map 𝜙 and learn this

hyperplane using the max-margin principle. More specifically, we combine labeled source domain

and unlabeled target domain data and then learn a hyperplane to separate source domain non-

vulnerable from source domain vulnerable data and target domain data from the origin in such a way

that the margin is maximized.

Fig. 3. The architecture of our cross-domain kernel classifier in the feature space. By using our DAM2P

method, we can gradually bridge the gap between the imbalanced labeled source and imbalanced unlabeled

target domains in the latent space, while in the feature space, our cross-domain kernel classifier helps to

distinguish the vulnerable and non-vulnerable data. In the end, when the source and target domains are

intermingled, we can transfer our trained cross-domain classifier to classify the data of the target domain.

It is worth noting that in our work, the margin is defined as the minimization of the source

and target margins in which the source margin is the minimal distance from the source domain

vulnerable data points to the hyperplane, while the target margin is the distance from the origin
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to the hyperplane [Schölkopf et al.(2001)]. By using the source and target domain margins, our

proposed cross-domain kernel vulnerability classifier can harness the information from both the

source and target domain datasets in forming the optimal decision.

The overall architecture of our proposed cross-domain kernel classifier in the feature space is

depicted in Figure 3 while its optimization problem is presented in Eq. (2).

Given the source domain dataset 𝑆 = {(𝒙𝑆
1
, 𝑦1), . . . , (𝒙𝑆𝑁𝑆

, 𝑦𝑁𝑆
)} where 𝑦𝑖 = 1, 𝑖 = 1, ...,𝑚 and

𝑦𝑖 = −1, 𝑖 = 𝑚 + 1, ..., 𝑁𝑆 and the target domain dataset 𝑇 = {𝒙𝑇
1
, . . . , 𝒙𝑇

𝑁𝑇
}, we formulate the

following optimization problem:

max

w,𝜌
(min{min

𝑦𝑖=1

{
𝑦𝑖 (w⊤𝜙 (𝐺 (𝒙𝑆𝑖 )) − 𝜌)

∥w∥ }︸                               ︷︷                               ︸
source margin

,
𝜌

∥w∥︸︷︷︸
target margin

}) (2)

subject to

𝑦𝑖 (w⊤𝜙 (𝐺 (𝒙𝑆𝑖 )) − 𝜌) ≥ 0, 𝑖 = 1, ..., 𝑁𝑆

w⊤𝜙 (𝐺 (𝒙𝑇𝑖 )) ≥ 𝜌, 𝑖 = 1, ..., 𝑁𝑇 .

where w and 𝜌 are the normal vector and the bias of the hyperplane and 𝜙 is a transformation

from the joint latent space to the feature space, while𝐺 is the generator used to map the data of

the source and target domains from the input space into the joint latent space.

Noting that in Eq. (2), we combine both labeled source domain and unlabeled target domain

data to learn the hyperplane (w𝑇𝜙 (𝐺 (𝒙)) − 𝜌 = 0). As depicted in Figure 3, this hyperplane aims

to separate (i) source domain non-vulnerable data from source domain vulnerable data and (ii)

target domain data from the origin by maximizing the margin (defined as the minimization of the

source and target margins). By optimizing the objective problem in Eq. (2) with the corresponding

constraints, we obtain the optimal values for the parameters of the hyperplane, including w and 𝜌 .

It occurs that the margin is invariant if we scale w, 𝜌 by a factor 𝑘 > 0. Hence without loosing

of generality, we can assume that min{min

𝑦𝑖=1

{
𝑦𝑖 (w⊤𝜙 (𝐺 (𝒙𝑆𝑖 )) − 𝜌

)
}, 𝜌} = 1

1
. The optimization

problem (2) can be rewritten as follows:

min

𝑤,𝜌

1

2

∥w∥2

(3)

subject to
𝑦𝑖 (w⊤𝜙 (𝐺 (𝒙𝑆𝑖 )) − 𝜌) ≥ 0, 𝑖 = 1, ...,𝑚

𝑦𝑖 (w⊤𝜙 (𝐺 (𝒙𝑆𝑖 )) − 𝜌) ≥ 1, 𝑖 =𝑚 + 1, ..., 𝑁𝑆
w⊤𝜙 (𝐺 (𝒙𝑇𝑖 )) ≥ 𝜌, 𝑖 = 1, ..., 𝑁𝑇

We refer to the above model as a hard version of our proposed cross-domain kernel classifier.

To derive the soft version (to let the model be applicable to the case where the data are linearly

inseparable), inspired by [Schölkopf et al.(2001)], we extend the optimization problem in Eq. (3) by

using the slack variables as follows:

min

w,𝜌
( 1

2

∥w∥2 + 1

𝑁𝑆 + 𝑁𝑇
(
𝑁𝑆∑︁
𝑖=1

𝜉𝑆𝑖 + 𝜆
𝑁𝑇∑︁
𝑖=1

𝜉𝑇𝑖 )) (4)

subject to

1
This assumption is feasible because if (w∗, 𝜌∗ ) is the optimal solution, (𝑘w∗, 𝑘𝜌∗ ) with 𝑘 > 0 is also another optimal

solution. Therefore, we can choose 𝑘 to satisfy the assumption.
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𝑦𝑖 (w⊤𝜙 (𝐺 (𝒙𝑆𝑖 )) − 𝜌) ≥ −𝜉𝑆𝑖 , 𝑖 = 1, ...,𝑚

𝑦𝑖 (w⊤𝜙 (𝐺 (𝒙𝑆𝑖 )) − 𝜌) ≥ 1 − 𝜉𝑆𝑖 , 𝑖 =𝑚 + 1, ..., 𝑁𝑆
w⊤𝜙 (𝐺 (𝒙𝑇𝑖 )) ≥ 𝜌 − 𝜉𝑇𝑖 , 𝑖 = 1, ..., 𝑁𝑇
𝜉𝑆𝑖 ≥ 0, 𝑖 = 1, ..., 𝑁𝑆 ; 𝜉𝑇𝑖 ≥ 0, 𝑖 = 1, ..., 𝑁𝑇 .

where 𝜆 > 0 is the trade-off hyper-parameter representing the weight of the information from the

target domain contributing to the cross-domain kernel classifier.

We derive the primal form of the soft model optimization problem in Eq. (4) as follows:

min

w,𝜌
L(𝐺,w, 𝜌) (5)

where we have defined

L(𝐺,w, 𝜌) :=
1

2

∥w∥2 + 1

𝑁𝑆 + 𝑁𝑇

𝑚∑︁
𝑖=1

max {0,−𝑧𝑖 }

+ 1

𝑁𝑆 + 𝑁𝑇

𝑁𝑆∑︁
𝑖=𝑚+1

max {0,−𝑧𝑖 + 1}

+ 𝜆

𝑁𝑆 + 𝑁𝑇

𝑁𝑇∑︁
𝑖=1

max

{
0,−w⊤𝜙 (𝐺 (𝒙𝑇𝑖 )) + 𝜌

}
with 𝑧𝑖 = 𝑦𝑖

(
w⊤𝜙 (𝐺 (𝒙𝑆𝑖 ) − 𝜌

)
.

Random feature map. Deriving from the max-margin principle, in Eq. (5), we use the trans-

former 𝜙 to transform data from the latent space into a higher-dimensional space (i.e., the fea-

ture space), allowing for the discovery of complex patterns and relationships that might not be

readily apparent in the original data space. This transformation is achieved using mathematical

kernel functions (e.g., Gaussian kernel taking input vectors in the original space and returning

the dot product of the vectors in the feature space [Hearst et al.(1998), Schölkopf and Smola(2002),

Hofmann et al.(2008)]). However, the use of kernel functions can indeed result in a high-dimensional

feature space, which can substantially increase the computational complexity and time required for

training [Joachims(2006)].

To accelerate the training of the max-margin principle-based optimization problem as mentioned

in Eq. (5), we use a random feature map [Rahimi and Recht(2008)](i.e., helps accelerate the training of

kernel machines by converting the training and evaluation of any kernel machine into the corresponding

operations of a linear machine by mapping data into a relatively low-dimensional randomized feature

space) for the transformation 𝜙 to map the representations (e.g., 𝐺 (𝒙𝑆𝑖 ) and 𝐺 (𝒙𝑇𝑖 )) from the latent

space to a random feature space. The formulation of 𝜙 on a specific 𝐺 (𝒙𝑖 ) ∈ R𝑑 is as follows:

𝜙 (𝐺 (𝒙𝑖 )) = [ 1

√
𝐾
𝑐𝑜𝑠 (𝜔⊤

𝑘
𝐺 (𝒙𝑖 ),

1

√
𝐾
𝑠𝑖𝑛(𝜔⊤

𝑘
𝐺 (𝒙𝑖 )]𝐾𝑘=1

where𝐾 consists of independent and identically distributed samples𝜔1, ..., 𝜔𝐾 ∈ R𝑑 which are the
Fourier random elements. We note that the use of a random feature map𝜙 [Rahimi and Recht(2008)]

in conjunction with the cost-sensitive kernel machine of our proposed cross-domain kernel classifier

as mentioned in Eq. (5) and a bidirectional recurrent neural network for the generator𝐺 allows us

to conveniently do back-propagation when training our proposed approach.

Combining the optimization problems in Eqs. (1 and 5), we arrive at the final objective function:

I (𝐺, 𝐷,w, 𝜌) := L(𝐺,w, 𝜌) + 𝛼H (𝐺,𝐷) (6)
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where 𝛼 > 0 is the trade-off hyper-parameter. We seek the optimal generator 𝐺∗
, domain discrimi-

nator 𝐷∗
, the normal vector w∗

and bias 𝜌∗ by solving:

(𝐺∗,w∗, 𝜌∗) = argmin

𝐺,w,𝜌

I (𝐺,𝐷,w, 𝜌)

𝐷∗ = argmax

𝐷

I (𝐺, 𝐷,w, 𝜌)

The training algorithm of our proposed approach is shown in Algorithm 1.

Algorithm 1: The algorithm of our proposed method for cross-domain imbalanced software

vulnerability detection.

Input: A labeled source domain dataset 𝑆 =

{(
𝒙𝑆

1
, 𝑦1

)
, . . . ,

(
𝒙𝑆
𝑁𝑆
, 𝑦𝑁𝑆

)}
where 𝑦𝑖 ∈ {−1, 1}

(i.e., 1: vulnerable code and −1: non-vulnerable code) and an unlabeled target domain

dataset 𝑇 =

{
𝒙𝑇

1
, . . . , 𝒙𝑇

𝑁𝑇

}
. The number of training iterations 𝑛𝑡 ; the minibatch size

𝑚; the trade-off hyper-parameters 𝛼 and 𝜆.

We randomly partition the source domain 𝑆 into the training set 𝑆𝑡𝑟𝑎𝑖𝑛 (used to train

the model) and the validation set 𝑆𝑣𝑎𝑙 (used to save the best-trained model).

We randomly split the target domain 𝑇 into the training set 𝑇𝑡𝑟𝑎𝑖𝑛 (used to train the

model) and the testing set 𝑇𝑡𝑒𝑠𝑡 (used to evaluate the best-trained model).

1 Initialize the generator 𝐺 , the cross-domain kernel classifier C, the discriminator 𝐷

parameters with random weights 𝜃𝐺 , 𝜃𝐶 including (w and bias 𝜌), and 𝜃𝐷 respectively.

2 for 𝑡 = 1 to 𝑛𝑡 do
3 Choose a minibatch of source domain samples

{(
𝒙𝑆𝑖 , 𝑦

𝑆
𝑖

)}𝑚
𝑖=1

and target domain samples{
𝒙𝑇𝑖

}𝑚
𝑖=1

randomly.

4 Update the generator 𝐺 parameter (𝜃𝐺 ) and the cross-domain kernel classifier 𝐶

parameter (𝜃𝐶 ) by minimizing the objective function I (𝐺,𝐷,w, 𝜌) mentioned in Eq. (6)

using the Adam optimizer.

5 Update the discriminator 𝐷 parameter (𝜃𝐷 ) by maximizing the objective function

I (𝐺, 𝐷,w, 𝜌) mentioned in Eq. (6) using the Adam optimizer.

6 end

Output: The optimal 𝜃 ∗
𝐺
, 𝜃 ∗
𝐶
, and 𝜃 ∗

𝐷
parameters. After the training process, when the source

and target domains are intermingled, we can transfer the trained cross-domain

kernel classifier 𝐶 to classify the data of the target domain. We evaluate the trained

model’s performance on the testing set 𝑇𝑡𝑒𝑠𝑡 of the target domain 𝑇 .

6 EXPERIMENTS
6.1 Experimental Design
The key goal of this experiment section is to evaluate the performance of ourDAM2P and compare it with

recent state-of-the-art cross-domain software vulnerability detection methods [Nguyen et al.(2019),

Nguyen et al.(2020)] and potential deep-domain adaptation approaches [Ganin and Lempitsky(2015),

Long et al.(2015), Nguyen et al.(2017), Shu et al.(2018), Chen et al.(2020), Le et al.(2021)] for cross-

domain imbalanced software vulnerability detection.

We aim to address the following key Research Questions (RQs) in these experiments:
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(RQ1) Can our DAM2P approach learn automatic features and exploit the imbalanced
nature of source code data via deep domain adaptation and the max-margin principle to
effectively perform transfer learning from imbalanced labeled source software projects
to imbalanced unlabeled target software projects? Recent methods (e.g., [Nguyen et al.(2019),

Nguyen et al.(2020)]) have been obtaining promising performances for cross-project software

vulnerability detection (SVD); However, none of them exploit the imbalanced nature of source code

projects for which the vulnerable data points are significantly minor compared to non-vulnerable

ones. This may limit the capability of these methods in dealing with the cross-project SVD problem.

In particular, without a robust capability to learn from small amounts of data (vulnerable data),

SVD models may be disproportionately influenced by large amounts of data (non-vulnerable),

thus potentially diminishing their ability to detect vulnerabilities in cross-domain vulnerability

classification. The negative effect of this issue can be exhibited via the F1-measure of the models

when applied to the target domain.

In this paper, in addition to exploiting deep domain adaptation with automatic representation

learning for cross-project SVD, we propose a novel cross-domain kernel classifier leveraging

the max-margin principle aiming to improve the capability of the transfer learning of software

vulnerabilities from imbalanced labeled projects into imbalanced unlabeled ones. We investigate

and prove that taking into account the imbalanced nature of source code data via the max-margin

principle will help significantly improve the model performance in cross-project imbalanced SVD.

In real-world source code data, the vulnerable data and corresponding non-vulnerable data

(e.g., functions or programs) can share common vulnerability-irrelevant source code statements

while only a few core code statements cause associated data vulnerable instead of non-vulnerable.

That poses a challenging problem for software vulnerability detection methods, especially in

cross-domain vulnerability detection. This problem again highlights the necessity for vulnerability

detection methods, especially in cross-domain vulnerability classification, to incorporate elegant

mechanisms that effectively consider both vulnerable and non-vulnerable data when constructing

decision boundaries.

(RQ2) Can our DAM2P approach successfully leverage the information from the im-
balanced unlabeled target domain to further improve the model performance for cross-
project imbalanced SVD? Our proposed approach can not only take into account the imbalanced

nature of source code data but also leverage the information from the imbalanced unlabeled projects

to improve the transfer learning capability from imbalanced labeled projects into imbalanced unla-

beled ones. In this research question, we investigate the effectiveness of leveraging the information

from the imbalanced unlabelled target domain in improving the capability of the transfer learning

of software vulnerabilities from imbalanced labeled projects into imbalanced unlabeled projects.

(RQ3) Can techniques commonly used for solving the imbalanced dataset problem help
to improve performance in the context of cross-domain imbalanced software vulnerability
detection? Although achieving promising performances, none of the cross-domain SVD methods

successfully exploit the imbalanced nature of source code projects, for which the vulnerable data

points are significantly minor compared to non-vulnerable ones, to boost the performance on

cross-domain software vulnerability detection. Without a robust capability to learn from minor data

(vulnerable data), SVD models are likely to be overly influenced by major data (non-vulnerable),

which can potentially diminish their ability to detect vulnerabilities. In this research question, we

investigate if some commonly used techniques (e.g., Sampling and weighting [Chawla et al.(2002)],

and Logit adjustment [Menon et al.(2021)]) addressing the imbalanced dataset problem can help to

improve the baseline’s performance to cross-project software vulnerability detection.
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(RQ4) Can recent state-of-the-art methods in software vulnerability detection (SVD) be
applied to solve the problem of cross-domain SVD?
Our study is for cross-domain software vulnerability detection. In addition to comparing our

proposed method with the state-of-the-art cross-domain SVD approaches, we also want to in-

vestigate if recent effective work in conventional SVD, such as CodeBERT [Feng et al.(2020)] (a

pre-trained model specializes in the programming language) and ReGVD [Nguyen et al.(2022b)]

(an effective Graph neural network-based model for SVD), can produce results that accurately

predict vulnerabilities across domains.

Experimental Datasets. We used the same several real-world source code datasets as studied in

[Nguyen et al.(2019), Nguyen et al.(2020)]. These contain the source code of vulnerable functions

(vul-funcs) and non-vulnerable functions (non-vul-funcs) obtained from five real-world software

project datasets, namely FFmpeg (#vul-funcs: 187 and #non-vul-funcs: 5427), LibTIFF (#vul-funcs:

81 and #non-vul-funcs: 695), LibPNG (#vul-funcs: 43 and #non-vul-funcs: 551), VLC (#vul-funcs: 25

and #non-vul-funcs: 5548), and Pidgin (#vul-funcs: 42 and #non-vul-funcs: 8268).

Note that these real-world project (domain) datasets used in our experiments are extremely

imbalanced. The number of vulnerable data in each project (domain) is only around 0.51% to 11.65%

compared to the number of non-vulnerable data. Via our observation, in cross-domain vulnerability

detection, within the same pair of the source and target domains, the fewer the number of vulnerable

data compared to the number of non-vulnerable data, the more serious this problem may be. In

reality, this problem can also happen across different pairs of the source and target domains.

In our experiments, to demonstrate the capability of our proposed method in transfer learning

for cross-domain imbalanced software vulnerability detection (SVD) (i.e., transferring the learning

of software vulnerabilities (SVs) from labeled projects to unlabelled projects belonging to different

application domains), we used the multimedia application datasets (FFmpeg, VLC, and Pidgin) as

the source domains, whilst the datasets (LibPNG and LibTIFF) from the image application domains

were used as the target domains. It is worth noting that in the training process, we hide the labels

of datasets from the target domains. We only use these labels in the testing phase to evaluate the

models’ performance.

Baselines. The main baselines of our DAM2P method are some state-of-the-art end-to-end deep

domain adaptation (DA) approaches for cross-domain SVD including SCDAN [Nguyen et al.(2019)],

Dual-GD-DDAN, Dual-GD-SDDAN [Nguyen et al.(2020)]. We also compare our method with other

popular state-of-the-art domain adaptation approaches (i.e., most of the DA methods have been

applied for vision data) including DDAN [Ganin and Lempitsky(2015)], MMD [Long et al.(2015)],

D2GAN [Nguyen et al.(2017)], DIRT-T [Shu et al.(2018)], HoMM [Chen et al.(2020)], and LAMDA

[Le et al.(2021)] as well as the state-of-the-art automatic feature learning for SVD, VulDeePecker

[Li et al.(2018b)]. To the method operated via separated stages proposed by [Liu et al.(2020)], at

present, we cannot compare to it due to the lack of the original data and completed reproducing

source code from the authors.

VulDeePecker [Li et al.(2018b)] is an automatic feature learning method for SVD. The model

employed a bidirectional recurrent neural network to take sequential inputs and then concate-

nated hidden units as inputs to a feedforward neural network classifier while the DDAN, MMD,

D2GAN, DIRT-T HoMM, and LAMDA methods are the state-of-the-art deep domain adapta-

tion models for computer vision proposed in [Ganin and Lempitsky(2015)], [Long et al.(2015)],

[Nguyen et al.(2017)], [Shu et al.(2018)], [Chen et al.(2020)], and [Le et al.(2021)] respectively. In-

spired by [Nguyen et al.(2019)], we borrowed the principles of these methods and refactored them

using the CDAN architecture introduced in [Nguyen et al.(2019)] for cross-domain SVD. It is worth

noting that VulDeePecker is one of the state-of-the-art methods for SVD, but was not originally proposed
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for cross-domain SVD. In our paper, it is used to show that simply applying the classifier learned from

labeled projects to classify the data from different unlabeled projects is not a good solution due to the

shifted data distributions.

The SCDAN method [Nguyen et al.(2019)] can be considered as the first method that demon-

strates the feasibility of deep domain adaptation for cross-domain SVD. Based on their proposed

CDAN architecture, leveraging deep domain adaptation with automatic feature learning for SVD,

the authors proposed the SCDAN method to exploit and utilize the information efficiently from

unlabeled target domain data to improve themodel performance. TheDual-GD-DDAN andDual-GD-

SDDAN methods were proposed in [Nguyen et al.(2020)] aiming to deal with the mode collapsing

problem existing in SCDAN and other approaches using GAN as a principle to close the gap between

the source and target domains in the latent space to further improve the transfer learning process

for cross-domain SVD.

Data Processing and Embedding. We preprocess the source code datasets before inputting

them into the deep neural networks (i.e., baselines and our proposed method). As shown in Figure

4, inspired by the baselines, we first standardize the source code by removing comments, blank

lines, and non-ASCII characters. Secondly, we map user-defined variables to symbolic variable

names (e.g., “var1”, “var2”) and user-defined functions to symbolic function names (e.g., “func1”,

“func2”). We also replace integer, real and hexadecimal numbers with a generic number token and

strings with a generic str token. We then embed the source code statements into numeric vectors.

For example, to the following code statement "if(func2(func3(number,number),&var2) !=var10)", we

tokenize it to a sequence of code tokens (e.g., if,(,func2,(,func3,(,number,number,),&,var2,),!=,var10,)),

construct the frequency vector of the statement information, and multiply this frequency vector by

a learnable embedding matrix𝑊 𝑠𝑖
.

Fig. 4. An example of the overall procedure for data processing and embedding. We use a source code function

in the C language programming from the FFmpeg project. After the data preprocessing step, we obtain a

preprocessed function and then use the embedding process (a part of the model) to obtain the embedded

vectors for the code statements of the function.

Note that as the baselines, to our proposed method, for handling the sequential properties of the

data and to learn the automatic features of the source code functions, we also use a bidirectional

recurrent neural network (bidirectional RNN) for both the source and target domains.
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Model Configuration. For the baseline approaches including VulDeePecker [Li et al.(2018b)],

and DDAN [Ganin and Lempitsky(2015)], MMD [Long et al.(2015)], D2GAN [Nguyen et al.(2017)],

DIRT-T [Shu et al.(2018)], HoMM [Chen et al.(2020)], LAMDA [Le et al.(2021)] using the architec-

ture CDAN proposed in SCDAN [Nguyen et al.(2019)], and Dual-GD-DDAN and Dual-GD-SDDAN

[Nguyen et al.(2020)], and our proposed DAM2P method, we use one bidirectional recurrent neural

network with LSTM [Hochreiter and Schmidhuber(1997)] cells where the size of hidden states is

in {128, 256} for the generator 𝐺 while to the source classifier 𝐶 used in the baselines and the

domain discriminator 𝐷 , we use deep feed-forward neural networks consisting of two hidden layers

where the size of each hidden layer is equal to 300. We embed the statement information in the 150

dimensional embedding space.

To our proposed method, the trade-off hyper-parameters 𝜆 and 𝛼 are in {10
−3, 10

−2, 10
−1} and

{10
−2, 10

−1, 10
0}, respectively, while the hidden size ℎ is in {128, 256}. The dimension of random

feature space 2𝐾 equals 1024. The length 𝐿 of each function is padded or cut to 100 or less than

100 code statements (i.e., we base on the quantile values of the functions’ length of each dataset

to decide the length of each function). In particular, more than 96% of functions contain fewer

than 100 code statements. Of the remaining 4% with over 100 statements, a manual examination

reveals that nearly all of these functions exhibit critical code statements, those contributing to

vulnerability, within their initial 100 code statements.

We employed the Adam optimizer [Kingma and Ba(2014)] with an initial learning rate of 10
−3

while the mini-batch size is set to 100 for our proposed method and baselines. We split the data

of the source domain into two random partitions containing 80% for training and 20% for valida-

tion. We also split the data of the target domain into two random partitions. The first partition

contains 80% for training the models of MMD, D2GAN, DIRT-T, HoMM, LAMDA, DDAN, SCDAN,

Dual-GD-DDAN, Dual-GD-SDDAN, and DAM2P without using any label information while the

second partition contains 20% for testing the models. We additionally applied gradient clipping

regularization to prevent the over-fitting problem in the training process of each model. We ran

the corresponding model 5 times for each method and reported the averaged measures. We imple-

mented all mentioned methods in Python using Tensorflow [Abadi et al.(2016)], an open-source

software library for Machine Intelligence developed by the Google Brain Team, on an Intel E5-2680,

having 12 CPU Cores at 2.5 GHz with 128GB RAM, integrated NVIDIA Tesla K80. Our released

source code samples are publicly available at https://github.com/vannguyennd/dam2p.

6.2 Experimental Results

RQ1: Can our DAM2P approach learn automatic features and exploit the imbalanced
nature of source code data via deep domain adaptation and the max-margin principle to
effectively perform transfer learning from imbalanced labeled source software projects
to imbalanced unlabeled target software projects?

Approach. We investigated the performance of our DAM2P method and compared it to the

baselines. We note that the VulDeePecker method was only trained on the source domain data

and then tested on the target domain data. The DDAN, MMD, D2GAN, DIRT-T, HOMM, LAMDA,

SCDAN, Dual-GD-DDAN, Dual-GD-SDDAN, and DAM2P methods employed the target domain

data without using any label information from this domain for deep domain adaptation.

The results in Table 1 show that our DAM2P method obtains a higher performance for most

measures in the majority of cases of the source and target domains. DAM2P achieves the highest

F1-measure for all pairs of the source and target domains. In general, our method obtains a higher

performance on F1-measure from 1.83% to 6.25% compared to the second highest method in the

ACM Trans. Softw. Eng. Methodol., Vol. 1, No. 1, Article . Publication date: April 2024.
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used source and target domains. For example, in the case of the source domain (FFmpeg) and the

target domain (LibPNG), DAM2P obtains the F1-measure of 93.33% compared with the F1-measure

of 90.41%, 88.89%, 87.5%, 84.21%, 90.91%, 87.50%, 84.21%, 80%, 77.78% and 75% obtained by Dual-

GD-SDDAN, Dual-GD-DDAN, SCDAN, DDAN, LAMDA, HOMM, DIRT-T, D2GAN, MMD and

VulDeePecker, respectively.

The experimental results in Table 1 confirm the importance of addressing the imbalanced nature

of source code data when developing a cross-domain vulnerability detection method. To improve

the model’s effectiveness in identifying both vulnerable and non-vulnerable data, it must robustly

learn from both major (non-vulnerable) and minor (vulnerable) data. Furthermore, as indicated in

Table 1, some baseline models demonstrate commendable recall results (e.g., over 80%) in certain

scenarios within the source and target domains. However, these models tend to yield lower precision

results in the corresponding cases, negatively affecting the corresponding F1-measure. This once

again underscores the detrimental impact of the imbalanced nature of the source code data on the

model performance where the baselines have not yet successfully addressed this issue.

It is important to highlight that for effective vulnerability detection, a method should exhibit

high performances in both recall and precision, as indicated by the F1-measure, the harmonic

mean of precision and recall. The F1-measure ensures a balanced assessment of a model’s ability

to correctly identify vulnerable instances while minimizing false positives. Ensuring high recall

and high precision in security measures is crucial for thorough vulnerability detection and risk

mitigation. While high recall tends to be prioritized (e.g., [Ami et al.(2024)]) to ensure the detection

of the majority of vulnerabilities, thus reducing the risk of security breaches, maintaining a balance

with high precision is also essential. This balance helps minimize false positives and optimize

resource utilization, thereby preventing alert fatigue and avoiding disruption to legitimate data

and activities. Therefore, a highly qualified vulnerability detection method needs to strike a high

performance in both recall and precision. If a method exhibits high recall but low precision, it

suggests a significant number of false positives where non-vulnerable data are incorrectly identified

as vulnerable. This is likely to compromise the reliability of the vulnerability detection method.

The experimental results in Table 1 further reveal that the model performance (of our proposed

DAM2P method and baselines) in cross-domain vulnerability detection is influenced not only by

the ratio of vulnerable to non-vulnerable data in the source domain but also by the correlations

(e.g., writing style) between source and target domain data. This explains why, in some pairs of

source and target domains (e.g., Pidgin→ LibTIFF and FFmpeg → LibTIFF) where the number of

vulnerable data samples in a source domain is lower (e.g., Pidgin compared to FFmpeg), that may

put more challenges on a model to distinguish between vulnerable and non-vulnerable data, the

performance of the used models still vary, exhibiting lower, higher, or relatively consistent (e.g.,

on the pair Pidgin→ LibTIFF compared to the pair FFmpeg→ LibTIFF), across the used metrics

including F1-measure, recall, and precision. Notably, our DAM2P method consistently achieves the

highest F1-measure across all pairs of the source and target domains.

Visualization. We further demonstrate the efficiency of our proposed method in closing the

gap between the source and target domains. We visualize the feature distributions of the source

and target domains in the joint space using a 2D t-SNE [Maaten and Hinton(2008)] projection

with perplexity equal to 30. In particular, we project the source domain and target domain data

in the joint space (i.e., 𝐺 (𝒙)) into a 2D space without undertaking domain adaptation (using the

VulDeePecker method) and with undertaking domain adaptation (using our DAM2P method).

In Figure 5, we present the results when performing domain adaptation from one software

project (FFmpeg) to another (LibPNG). For the purpose of visualization, we select a random subset
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Table 1. Performance results in terms of false negative rate (FNR), false positive rate (FPR), Recall, Precision,

and F1-measure (F1) of VulDeePecker (VULD),MMD,D2GAN, DIRT-T, HOMM, LAMDA, DDAN, SCDAN, Dual-

GD-DDAN (Dual-DDAN), Dual-GD-SDDAN (Dual-SDDAN) and DAM2P methods for predicting vulnerable

and non-vulnerable functions on the testing set of the target domain (Best performance in bold).

Source→ Target Methods FNR FPR Recall Precision F1

VULD 42.86% 1.08% 57.14% 80% 66.67%

MMD 37.50% 0% 62.50% 100% 76.92%

D2GAN 33.33% 1.06% 66.67% 80% 72.73%

DIRT-T 33.33% 1.06% 66.67% 80% 72.73%

Pidgin→ HOMM 14.29% 4.30% 85.71% 60.00% 70.59%

LibPNG LAMDA 12.50% 4.35% 87.50% 63.64% 73.68%

DDAN 37.50% 0% 62.50% 100% 76.92%

SCDAN 33.33% 0% 66.67% 100% 80%

Dual-DDAN 33.33% 0% 66.67% 100% 80%

Dual-SDDAN 22.22% 1.09% 77.78% 87.50% 82.35%

DAM2P (ours) 12.50% 1.08% 87.50% 87.50% 87.50%
VULD 43.75% 6.72% 56.25% 50% 52.94%

MMD 28.57% 12.79% 71.43% 47.62% 57.14%

D2GAN 30.77% 6.97% 69.23% 64.29% 66.67%

DIRT-T 25% 9.09% 75% 52.94% 62.07%

FFmpeg→ HOMM 37.50% 2.17% 62.50% 71.43% 66.67%

LibTIFF LAMDA 37.50% 1.09% 62.50% 88.33% 71.42%

DDAN 35.71% 6.98% 64.29% 60% 62.07%

SCDAN 14.29% 5.38% 85.71% 57.14% 68.57%

Dual-DDAN 12.5% 8.2% 87.5% 56% 68.29%

Dual-SDDAN 35.29% 3.01% 64.71% 73.33% 68.75%

DAM2P (ours) 14.29% 8.14% 85.71% 63.16% 72.73%
VULD 25% 2.17% 75% 75% 75%

MMD 12.5% 3.26% 87.5% 70% 77.78%

D2GAN 14.29% 2.17% 85.71% 75% 80%

DIRT-T 15.11% 2.2% 84.89% 80% 84.21%

FFmpeg→ HOMM 0% 2.15% 100% 77.78% 87.50%

LibPNG LAMDA 16.67% 0.% 83.33% 100% 90.91%

DDAN 0% 3.26% 100% 72.73% 84.21%

SCDAN 12.5% 1.08% 87.5% 87.5% 87.5%

Dual-DDAN 0% 2.17% 100% 80% 88.89%

Dual-SDDAN 17.5% 0% 82.5% 100% 90.41%

DAM2P (ours) 0% 1.07% 100% 87.50% 93.33%
VULD 57.14% 1.08% 42.86% 75% 54.55%

MMD 45% 4.35% 55% 60% 66.67%

D2GAN 28.57% 4.3% 71.43% 55.56% 62.5%

DIRT-T 50% 1.09% 50% 80% 61.54%

VLC→ HOMM 42.86% 0% 57.14% 100% 72.73%

LibPNG LAMDA 28.57% 1.08% 71.43% 83.33% 76.92%

DDAN 33.33% 2.20% 66.67% 75% 70.59%

SCDAN 33.33% 1.06% 66.67% 80% 72.73%

Dual-DDAN 28.57% 2.15% 71.43% 71.43% 71.43%

Dual-SDDAN 11.11% 4.39% 88.89% 66.67% 76.19%

DAM2P (ours) 33.33% 0% 66.67% 100% 80%
VULD 35.29% 8.27% 64.71% 50% 56.41%

MMD 30.18% 12.35% 69.82% 50% 58.27%

D2GAN 40% 7.95% 60% 60% 60%

DIRT-T 38.46% 8.05% 61.54% 53.33% 57.14%

Pidgin→ HOMM 20% 9.41% 80% 60% 68.57%

LibTIFF LAMDA 30% 4.44% 70% 63.64% 66.67%

DDAN 27.27% 8.99% 72.73% 50% 59.26%

SCDAN 30% 5.56% 70% 58.33% 63.64%

Dual-DDAN 29.41% 6.76% 70.59% 57.14% 63.16%

Dual-SDDAN 37.5% 2.98% 62.5% 71.43% 66.67%

DAM2P (ours) 7.69% 9.20% 92.31% 60% 72.73%
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Fig. 5. A 2D t-SNE projection for the case of the FFmpeg→ LibPNG without undertaking domain adaptation

(the left-hand figure, using VulDeePecker) and undertaking domain adaptation (the right-hand figure, using

our proposed DAM2P method). The blue points and the red points (with a special token ∗ on top of each

point) represent the source and target domains in the joint space respectively. Data points labeled 0 stand for

non-vulnerable samples and data points labeled 1 stand for vulnerable samples. It is noted that our method
can not only successfully bridge the gap between the source and target domains but also be able to distinguish the
non-vulnerable and vulnerable data effectively .

of the source project against the entire target project. As shown in Figure 5, without undertaking

domain adaptation (VulDeePecker) the blue points (the source domain data) and the red points

(the target domain data) are almost separate while with undertaking domain adaptation the blue

and red points intermingled as expected. Furthermore, we observe that the mixing-up level
of the source domain and target domain data using our DAM2P method is significantly
high. In particular, the source and target domains are mixed while the vulnerable and
non-vulnerable data from both domains are separated.
With the use of the max-margin principle to find the hyperplane that maximizes the margin

between classes in the feature space, the decision boundary is placed as far away from the nearest

data points of each class as possible. In real-world scenarios, especially in complex datasets, it is

common to have a mixture of samples from different classes on or near the margin. This occurs

because the margin is determined by the most challenging instances to classify, which are often

the ones closest to the decision boundary. These instances can represent ambiguous or overlapping

regions between classes, where the model is uncertain about the correct classification. Therefore, it

can be usual to observe a mixture of benign and vulnerable samples near the margin. Our qualitative

results, illustrated in Figure 5, also reveal a mixture of benign and vulnerable footpaths, with

some vulnerable and non-vulnerable data points appearing close to each other. The visualizations

show that our method successfully bridges the gap between the source and target domains while

effectively distinguishing between non-vulnerable and vulnerable data.

Answers to RQ1: The quantitative experimental results in Table 1 on five main measures

(i.e., false negative rate (FNR), false positive rate (FPR), Recall, Precision, and F1-measure

(F1)) and the qualitative results in Figure 5 show the superiority of our DAM2P method

in achieving high performances for cross-project imbalanced SVD on the used real-world

datasets over the baselines.
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RQ2: Can our DAM2P approach successfully leverage the information from the im-
balanced unlabeled target domain to further improve the model performance for cross-
project imbalanced SVD?

Approach. We aim to further demonstrate the efficiency of our DAM2Pmethod in transferring the

learning of vulnerabilities from imbalanced labeled source domains to other imbalanced unlabeled

target domains as well as the superiority of our novel cross-domain kernel classifier in our DAM2P

method for learning and separating vulnerable and non-vulnerable data. In particular, in this study,

we not only prove the effectiveness of leveraging the information from the imbalanced unlabelled

target domain in improving the capability of the transfer learning but also demonstrate that bridging

the discrepancy gap in the latent space and using the max-margin cross-domain kernel classifier

are complementary to boost the DA performance with imbalanced nature.

Table 2. Performance results in terms of false negative rate (FNR), false positive rate (FPR), Recall, Precision,

and F1-measure (F1) of five cases including (i, VulDeePecker), (ii, DDAN), (iii, Kernel-Source denoted by

Kernel-S), (iv, Kernel-Source-Target denoted by Kernel-ST), and (v, DAM2P) for predicting vulnerable and

non-vulnerable code functions on the testing set of the target domain (Best performance in bold).

Source → Target Methods FNR FPR Recall Precision F1

VulDeePecker 43.75% 6.72% 56.25% 50% 52.94%

FFmpeg → DDAN 35.71% 6.98% 64.29% 60% 62.07%

LibTIFF Kernel-S 30% 5.56% 70% 58.33% 63.63%

Kernel-ST 25% 5.68% 75% 64.29% 69.23%

DAM2P (ours) 14.29% 8.14% 85.71% 63.16% 72.73%
VulDeePecker 25% 2.17% 75% 75% 75%

FFmpeg → DDAN 0% 3.26% 100% 72.73% 84.21%

LibPNG Kernel-S 0% 4.39% 100% 69.23% 81.81%

Kernel-ST 0% 3.26% 100% 72.72% 84.21%

DAM2P (ours) 0% 1.07% 100% 87.50% 93.33%

We conduct experiments on two pairs of the source and target domains including FFmpeg→
LibTIFF and FFmpeg → LibPNG. We consider five cases in which we start from the blank case

(i, VulDeePecker) without bridging the gap and cross-domain kernel classifier. We then only add

the GAN term to bridge the discrepancy gap in the second case (ii, DDAN). In the third case (iii,

Kernel-Source), we only apply the max-margin principle for the source domain, while applying the

max-margin principle for the source and target domains in the fourth case (iv, Kernel-Source-Target).

Finally, in the last case (v, DAM2P), we simultaneously apply the bridging term and the max-margin

terms for the source and target domains.

The results in Table 2 shows that the max-margin and bridging terms help to boost the domain

adaptation performance. Moreover, applying the max-margin term to both the source and target

domains improves the performance compared to applying it to only the source domain. Last but

not least, bridging the discrepancy gap term in cooperation with the max-margin term significantly

improves the domain adaptation performance.

Answers to RQ2: The experimental results (in Table 2) show a considerable increase in

the model performance when simultaneously applying the bridging term and the max-

margin terms for the source and target domains compared to cases without combining

these terms. The results also show an improvement when harnessing the information

from the imbalanced unlabelled target domain for learning the cross-domain classifier to

enhance the capability of transfer learning.
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RQ3: Can techniques commonly used for solving the imbalanced dataset problem help
to improve performance in the context of cross-domain imbalanced software vulnerability
detection?

Sampling and weighting, and Logit adjustment. Sampling and weighting are well-known as simple

and heuristic methods to deal with imbalanced datasets. However, as mentioned by [Lin et al.(2017),

Cui et al.(2019)], these methods may have some limitations, for example, i) Sampling may either

introduce large amounts of duplicated samples, which slows down the training and makes the

model susceptible to overfitting when oversampling, or discarding valuable examples that are

important for feature learning when undersampling, and ii) To the highly imbalanced datasets,

directly training the model or weighting (e.g., inverse class frequency or the inverse square root of

class frequency) cannot yield satisfactory performance.

[Menon et al.(2021)] recently proposed a novel statistical framework for solving the imbalanced

(long-tailed) label distribution problem. Specifically, the framework, revisiting the idea of logit

adjustment based on the label frequencies, encourages a large relative margin between logits of the

rare positive labels versus the dominant negative labels.

To investigate the efficiency of these methods (i.e., sampling and weighting, and logit adjustment)

when applying to the baselines in the context of cross-domain imbalanced software vulnerability

detection (SVD), we conduct an experiment on two pairs of the source and target domains (i.e.,

FFmpeg → LibTIFF and FFmpeg → LibPNG) for four main baselines including the DDAN, SCDAN,

Dual-GD-DDAN, and Dual-GD-SDDAN methods using (i) the oversampling technique based on

SMOTE [Chawla et al.(2002)] (i.e., used to create balanced datasets), and (ii) logit adjustment (LA)

used in [Menon et al.(2021)].

Table 3. Performance results in terms of false negative rate (FNR), false positive rate (FPR), Recall, Precision,

and F1-measure (F1) of DDAN, SCDAN, Dual-GD-DDAN (Dual-DDAN), and Dual-GD-SDDAN (Dual-SDDAN)

methods in three cases of with using oversampling (w/ OS), using LA (w/ LA) and without using (oversampling

or LA) (w/o (OS or LA)) for predicting vulnerable and non-vulnerable code functions on the testing set of the

target domain. We denote Source→ Target by S→ T.

S → T Methods FNR FPR Recall Precision F1

DDAN w/ OS 21% 12.79% 78.57% 50% 61.11%

DDAN w/ LA 14.29% 15.11% 85.71% 48% 61.53%

DDAN w/o (OS or LA) 35.71% 6.98% 64.29% 60% 62.07%
SCDAN w/ OS 25% 5.43% 75% 54.55% 63.16%

SCDAN w/ LA 11.11% 8.8% 88.89% 50% 64%

FFmpeg→ SCDAN w/o (OS or LA) 14.29% 5.38% 85.71% 57.14% 68.57%
LibTIFF Dual-DDAN w/ OS 25% 6.72% 75% 57.14% 64.87%

Dual-DDAN w/ LA 35.29% 4.50% 64.71% 64.71% 64.71%

Dual-DDAN w/o (OS or LA) 12.5% 8.2% 87.5% 56% 68.29%
Dual-SDDAN w/ OS 16.67% 9.1% 83.33% 56% 67%

Dual-SDDAN w/ LA 43.75% 1.70% 56.25% 90% 69%
Dual-SDDAN w/o (OS or LA) 35.29% 3.01% 64.71% 73.33% 68.75%

DDAN w/ OS 28.57% 0% 71.43% 100% 83.33%

DDAN w/ LA 25% 0% 75% 100% 85.71%
DDAN w/o (OS or LA) 0% 3.26% 100% 72.73% 84.21%

SCDAN w/ OS 25% 0% 75% 100% 85.71%

SCDAN w/ LA 0% 2.17% 100% 80% 88.89%
FFmpeg→ SCDAN w/o (OS or LA) 12.5% 1.08% 87.5% 87.5% 87.5%

LibPNG Dual-DDAN w/ OS 14.29% 1.08% 85.71% 85.71% 85.71%

Dual-DDAN w/ LA 0% 2.15% 100% 77.78% 87.5%

Dual-DDAN w/o (OS or LA) 0% 2.17% 100% 80% 88.89%
Dual-SDDAN w/ OS 12.5% 2.17% 87.5% 77.78% 82.35%

Dual-SDDAN w/ LA 11.11% 1.1% 88.89% 88.89% 88.89%

Dual-SDDAN w/o (OS or LA) 17.5% 0% 82.5% 100% 90.41%
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The results in Table 3 show that using the oversampling technique cannot help to improve these

baseline models’ performance. In particular, the performance of these baselines without using

oversampling is always higher than using oversampling on the used datasets in F1-measure (F1), the

most important measure used in SVD. This experiment supports our conjecture that in the context

of imbalanced domain adaptation when moving target representations to source representations in

the latent space to bridge the gap, oversampling the minority class (i.e., vulnerable class) might

increase the chance of wrongly mixing up vulnerable representations of the target domain and

non-vulnerable representations of the source domain, hence leading to a reduction in performance.

In our approach, with the support of the max-margin principle, we keep the vulnerable and non-

vulnerable representations distant as much as possible when bridging the gap between these

representations in the latent space.

Furthermore, the results in Table 3 indicate that using LA can help slightly improve the model’s

performance on some cases of the baselines. In particular, LA increases the performance of Dual-

SDDAN on FFmpeg → LibTIFF as well as DDAN and SCDAN on FFmpeg → LibPNG compared

to these methods without using LA. However, to DDAN, SCDAN and Dual-DDAN on FFmpeg →
LibTIFF as well as Dual-DDAN and Dual-SDDAN on FFmpeg → LibPNG, LA cannot help improve

these models’ performance. In conclusion, using LA can help increase the baseline’s performance

in some cases of the used datasets in F1-measure compared to these cases without using LA or

using the oversampling technique. However, similar to the oversampling technique, in most cases

mentioned in Table 3, LA cannot help improve the baselines’ performance. Furthermore, in the cases

where LA helps increase the baseline models’ performance, our proposed method’s performance

(mentioned in Table 1) is still significantly higher.

Answers to RQ3: In general, the experimental results (in Table 3) show that commonly

used techniques (e.g., oversampling (SMOTE) and LA) for solving the imbalanced dataset

problem cannot help to improve the baselines’ performance in the context of imbalanced

cross-domain software vulnerability detection in most cases of the source and target

domains. In the cases where LA helps increase the baseline’s performance, our method’s

performance (mentioned in Table 1) is still significantly higher.

RQ4: Can recent state-of-the-art methods in software vulnerability detection (SVD) be
applied to solve the problem of cross-domain SVD?

Approach. We investigated the capability of recent state-of-the-art methods in software vulnera-

bility detection (SVD) including CodeBERT [Feng et al.(2020)] (a pre-trained model specializes in

the programming language) andReGVD [Nguyen et al.(2022b)] (an effective Graph neural network-

based model for SVD) on the problem of cross-domain SVD. Like the VuldeePecker [Li et al.(2018b)]

approach, these methods are well-known as effective and state-of-the-art solutions for SVD but

were not originally designed for cross-domain SVD. In this experiment, we further demonstrate

the limitation of simply applying the classifier learned from labeled projects to classify the data

from different unlabeled projects due to the shifted data distributions. It indicates the need for

cross-domain software vulnerability detection approaches. We used the recommendation settings

and implemented the CodeBERT and ReGVD methods following the source code samples pub-

lished by the authors. Note that the ReGVD and CodeBERT methods were trained and fine-tuned,

respectively, on the source domains and then tested on the target domains.

We conduct the experiment on two pairs of the source and target domains (i.e., FFmpeg→ LibTIFF

and FFmpeg→ LibPNG). The experimental results in Table 4 show that these methods cannot work

well for the cross-domain imbalanced SVD. They achieve much lower performances for all the used
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measures, especially CodeBERT, compared to the state-of-the-art methods in cross-domain SVD

and our proposed method (mentioned in Table 1).

Table 4. Performance results in terms of false negative rate (FNR), false positive rate (FPR), Recall, Precision,

and F1-measure (F1) of the CodeBERT and ReGVD methods for predicting vulnerable and non-vulnerable

code functions on the testing set of the target domain.

Source→ Target Methods FNR FPR Recall Precision F1

CodeBERT 86.56% 12.01% 13.44% 23.21% 17.03%

FFmpeg → LibTIFF ReGVD 77.83% 10.08% 22.17% 37.26% 27.80%

CodeBERT 98.59% 1.76% 1.40% 15.04% 2.57%

FFmpeg → LibPNG ReGVD 33.61% 17.37% 66.39% 45.83% 54.23%

Answers to RQ4: The results in Table 4 again show the limitation of the state-of-the-art

SVD when being applied to solve the problem of cross-domain SVD. Simply applying

the classifier learned from labeled projects to classify the data from different unlabeled

projects is not a good solution because of the shifted data distributions. That shows the

need for cross-domain software vulnerability detection approaches.

Additional ablation studies for RQ4 and RQ1.

Would CodeBERT and ReGVD exhibit improved performances if tuned on domain-

invariant features extracted through domain adaptation? To assess this, we conducted an

additional experiment on two pairs of source and target domains (FFmpeg to LibPNG and FFmpeg

to LibTIFF) in two consecutive steps. The first step focused solely on domain-invariant feature

learning, while the second step involved fine-tuning CodeBERT and training ReGVD using the

features obtained from the first step.

Table 5. Performance results in terms of false negative rate (FNR), false positive rate (FPR), Recall, Precision,

and F1-measure (F1) of the CodeBERT and ReGVD methods for predicting vulnerable and non-vulnerable

code functions on the testing set of the target domain when they are tuned on the domain invariant features

extracted from domain adaptation.

Source→ Target Methods FNR FPR Recall Precision F1

CodeBERT 40% 8.63% 60% 20% 30%

FFmpeg→ LibTIFF ReGVD 74.67% 11.87% 25.33% 36.55% 29.92%

CodeBERT 0.0% 13.51% 100% 6.25% 11.76%

FFmpeg → LibPNG ReGVD 30.86% 15.47% 69.14% 49.77% 57.88%

The results in Table 5 indicate that this approach helps to improve the performance of CodeBERT

and ReGVD; however, it is still ineffective in assisting both CodeBERT and ReGVD in addressing

the cross-domain imbalanced SVD, as these methods still exhibit low performances in terms of the

F1-measure, especially when compared to the cross-domain SVD methods where the process of

learning invariant features and the classifier are operated in the designed united framework to

support each other to obtain the best performance for cross-domain SVD.

Would the initial representations be derived from pre-trained models (e.g., CodeBERT and

UnixCoder), with the addition of aMax-Margin Classifier on top to assist theDAM2Pmethod

in addressing cross-domain imbalanced SVD?. To assess this experiment, we replace the bidirec-

tional recurrent neural network (bidirectional RNN) used in the generator 𝐺 with the pre-trained

CodeBert and UnixCoder before applying the GAN principle in the latent space for bridging the gap

between the source and target domains. We conduct a corresponding experiment on two pairs of
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the source and target domains (including FFmpeg to LibPNG and FFmepg to LibTIFF) to investigate

if this approach is an effective solution for cross-domain SVD. The results in Table 6 imply that

this approach is not an effective way to assist the DAM2P method in addressing cross-domain

imbalanced SVD, as the corresponding model performs poorly in terms of F1-measure.

Table 6. Performance results in terms of false negative rate (FNR), false positive rate (FPR), Recall, Precision,

and F1-measure (F1) of the the DAM2P methods for predicting vulnerable and non-vulnerable code functions

on the testing set of the target domain when the initial representations and the representation learning part

are taken from pre-trained models such as CodeBERT and UnixCoder.

Source→ Target Pre-trained models FNR FPR Recall Precision F1

CodeBERT 0.0% 100% 100% 11.33% 20.36%

FFmpeg → LibTIFF UnixCoder 29.41% 41.30% 70.59% 17.39% 27.91%

CodeBERT 0.0% 100% 100% 10% 18.18%

FFmpeg→ LibPNG UnixCoder 30.77% 34.31% 69.23% 20.45% 31.58%

Via our observations, there may be some potential reasons why the initial representations and

the representation learning part taken from pre-trained large language models (LLMs) do not work

well on downstream tasks (e.g., cross-domain imbalanced SVD) such as (i) Domain shift: significant

differences between the domain of the pre-training data and the domain of the downstream task

can hinder transferability. The model may struggle to adapt if the task involves a different context

or domain, (ii) Task complexity: some downstream tasks may be inherently more complex or have

different patterns compared to the pre-training objectives. The model may not be able to adapt

well to tasks with distinct complexities, and (iii) Lack of task-specific knowledge: LLMs are trained

on a vast range of data, but they may not have specific knowledge about the nuances of particular

tasks. Fine-tuning helps, but it might not be enough for highly specialized tasks.

6.3 Hyper-parameter Sensitivity
We discuss the correlation between important hyper-parameters (including the 𝜆, 𝛼 , and ℎ (the size

of hidden states in the bidirectional neural network)) and the F1-measure of our proposed DAM2P

method. Our experiments found that the trade-off hyper-parameters 𝜆 and𝛼 are in {10
−3, 10

−2, 10
−1}

and {10
−2, 10

−1, 10
0}, respectively, while the hidden size ℎ is in {128, 256}. It is worth noting that

we use the commonly used values for the trade-off hyper-parameters (𝜆 and 𝛼) representing

for the weights of different terms mentioned in Eq. (6) and the hidden size ℎ. In order to study

the impact of the hyper-parameters on the performance of the DAM2P method, we use a wider

range of values for 𝜆, 𝛼 , and ℎ. In this ablation study, the trade-off parameters 𝜆 and 𝛼 are in

{10
−4, 10

−3, 10
−2, 10

−1, 10
0, 10

1} while the hidden size ℎ is in {32, 64, 128, 256, 512, 1024}.
We investigate the impact of 𝜆, 𝛼 , and ℎ hyper-parameters on the performance of the DAM2P

method on five pairs of the source and target domains including FFmpeg to LibPNG, FFmpeg to

LibTIFF, Pidgin to LibPNG, Pidgin to LibTIFF, and VLC to LibPNG. As shown in Figures (6, 7, and

8), we observe that the appropriate values to the hyper-parameters used in the DAM2P model, in

order to obtain the best model’s performance, should be in from 10
−4

to 10
−2
, from 10

−3
to 10

−1
,

and from 64 to 256 for 𝜆, 𝛼 , and ℎ respectively. In particular, for the hidden size ℎ, if we use too

small values (e.g., ≤ 32) or too high values (e.g., ≥ 1024), the model might encounter underfitting or

overfitting problems respectively. The model’s performance on 𝜆 (i.e., representing the weight of

the information from the target domain contributing to the cross-domain kernel classifier during

the training process) shows that we should not set the value of 𝜆 equal or higher than 1.0 (i.e., used

for the weight of the information from the source domain), and the value of 𝜆 should be higher than

10
−4

to make sure that we use enough information of the target domain in the training process to

improve the cross-domain kernel classifier.
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Fig. 6. The correlation between ℎ and F1-measure of our proposed DAM2P method.

Fig. 7. The correlation between 𝜆 and F1-measure of our proposed DAM2P method.

6.4 Threats to Validity
Construct Validity: Key construct validity threats are if our assessments of the methods demonstrate

the ability for cross-project software vulnerability detection (SVD). The main purpose of our

DAM2P method is for cross-project SVD solving two crucial issues in SVD including i) learning

automatic representations to improve the predictive performance of SVD, and ii) coping with the

scarcity of labeled vulnerabilities in projects that require the laborious labeling of code by experts.

To evaluate the performance of our DAM2P method and baselines, we use five main measures,

including false negative rate (FNR), false positive rate (FPR), Recall, Precision, and F1-measure (F1),

widely used in SVD [Li et al.(2016), Li et al.(2018a), Nguyen et al.(2019)].

Internal Validity: Key internal validity threats are relevant to the choice of hyper-parameter

settings (i.e., optimizer, learning rate, number of layers in deep neural networks, etc.). It is worth

noting that finding a set of optimal hyperparameter settings of deep neural networks is expensive

due to a large number of trainable parameters. To train our method, we only use the common and

default values of hyper-parameters such as using Adam optimizer and the learning rate equals 10
−3
.
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Fig. 8. The correlation between 𝛼 and F1-measure of our proposed DAM2P method.

We also report the hyperparameter settings in the released reproducible source code to support

future replication studies.

In our study, as the baselines, we use a bi-directional long short-term memory (LSTM) for the

feature extraction network (i.e., the generator G). A bi-directional LSTM is designed to capture

long-term dependencies in sequential data, which often requires processing a large number of time

steps. This can lead to increased training time, especially when dealing with long sequences in

huge datasets. In our proposed method, the embedding, feature extraction (generator G), domain

discriminator D, and the cross-domain kernel classifier C are operated in a united framework.

These parts link and support each other in obtaining the optimal solution to solving the problem.

Our cross-domain kernel classifier based on the max-margin principle (which is well-known for

achieving high generalization performance even with a relatively small number of data points) can

help our model faster to coverage to the optimal decision boundary reducing the training time.

External Validity: Key external validity threats include whether our proposed method will

generalize to other vulnerabilities (i.e., vulnerabilities can be of various types and natures presenting

in both source domains and target domains although written in different ways, e.g., using different

structures or variable names) and whether they will work on other source code datasets. We

mitigated this problem by using five real-world source code datasets, namely FFmpeg, LibTIFF,

LibPNG, VLC, and Pidgin.

6.5 Future study
As mentioned, in the scope of our paper, different software domains are those that come from

different software applications (e.g., multimedia applications and image applications) written

in the same C/C++ programming language. These domains are written in different ways (e.g.,

using different structures or variable names); however, they share the same nature (types) of code

vulnerabilities. This property lets our proposed method and the baselines be deployed realistically

for cross-domain software vulnerability detection.

Based on our observations, we have noted that source code data from various domains may be

composed in different programming languages, such as C/C++ and Java. However, what is crucial

is that they share common characteristics in terms of code vulnerabilities, such as similar semantic

relationships. We plan to delve deeper into this aspect in our future studies.
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In addition, to both conventional software vulnerability detection (training and testing phrases

for data from the same project) and cross-domain vulnerability detection methods (the practical

problem studied in our paper), the vulnerabilities from the same project testing sets (for conventional

SVD) or from the target domain testing sets (for cross-domain SVD) are assumed to be similar or

the same from the training sets (of the source domain), respectively.

The research for dealing with new vulnerabilities emerging in the target domains could be a

focus of our future research. To the best of our knowledge, in domain adaptation, there are no

effective methods that can deal with the case of new labels (e.g., vulnerabilities) appearing from

the target domains in the context of unsupervised domain adaptation (during the training process,

we do not use any label information from the target domains for deep domain adaptation). In our

view, tackling new labels in the target domains, as opposed to the labels from the source domains,

requires research that utilizes both data and labels from the target domains.

7 ADDITIONAL RELATED BACKGROUND
7.1 One-class support vector machine
Schölkopf and colleagues [Schölkopf et al.(2001)] proposed an approach to customize Support

Vector Machines (SVM) for one-class classification. Their method involves first applying a kernel

transformation to the features. Next, they designate the origin as the sole representative of the

second class. By introducing "relaxation parameters" they create a margin to separate the one

class’s representation from the origin. Subsequently, they apply standard two-class SVM techniques

to the problem.

Fig. 9. One-Class SVM Classifier. The origin is the only original member of the second class.

Assuming that there is a dataset sampled from an underlying probability distribution represented

by 𝑃 , one needs to estimate a "simple" subset 𝑆 of the input space such that the probability that

a test point from 𝑃 lies outside of 𝑆 is bounded by a prior specified 𝑣 ∈ (0, 1). The solution for

this problem is achieved by estimating a function 𝑓 which is positive on 𝑆 and negative on the

complement 𝑆 . In other words, Schölkopf and colleagues introduced an algorithm that returns

a function 𝑓 taking the value +1 in a "small" region capturing most of the data vectors, and −1

elsewhere. The algorithm can be summarized as mapping the data into a feature space 𝐻 using an
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appropriate kernel function, and then trying to separate the mapped vectors from the origin with a

maximum margin where 𝑓 (𝒙) = +1 if 𝒙 ∈ 𝑆 and 𝑓 (𝒙) = −1 if 𝒙 ∈ 𝑆 .
Let 𝒙1, 𝒙2, ..., 𝒙𝑙 be training examples belonging to one class 𝑋 , a compact subset of 𝑅𝑁 . Let

𝜙 : 𝑋 → 𝐻 be a kernel map that transforms the training examples to another space (e.g., the feature

space). Then, to separate the data set from the origin, one needs to solve the following quadratic

programming problem:

min

w,𝜌
( 1

2

∥w∥2 + 1

𝑣𝑙

𝑙∑︁
𝑖=1

𝜉𝑖 − 𝜌) (7)

subject to

w⊤𝜙 (𝒙𝑖 ) ≥ 𝜌 − 𝜉𝑖 , 𝑖 = 1, ..., 𝑙 𝜉𝑖 ≥ 0

If w and 𝜌 solve this problem, then the decision function 𝑓 (𝒙) = 𝑠𝑖𝑔𝑛(w⊤𝜙 (𝒙) − 𝜌) will be
positive for most examples 𝒙𝑖 contained in the training set. A visualization of the one-class support

vector machine is depicted in Figure 9.

7.2 Recurrent neural networks
Recurrent neural networks (RNNs) [Rumelhart et al.(1986)], a class of deep neural networks (DNNs),

are specialized for sequential data (e.g., time series, sentences, documents, or audio samples). RNNs

are extremely useful for natural language processing (NLP) systems [Sutskever et al.(2014)] such

as automatic translation, speech-to-text, and sentiment analysis. Leveraging the idea of sharing

parameters across different parts of a model, an RNN can extend and apply to data of different

forms and generalize across them. An RNN is similar to a DNN, except it has backward connections.

A visualization of an RNN’s architecture is depicted in Figure 10 (the left-hand figure). At each time

step 𝑡 , the state of a recurrent neuron (i.e., a hidden state 𝒉𝑡 ) will receive the input vector 𝒙𝑡 as
well as the state vector from the previous step 𝑡 − 1 (i.e., 𝒉𝑡−1) to obtain the state vector 𝒉𝑡 .
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Fig. 10. An architecture of a recurrent neural network (RNN) with the outputs 𝒚 and the hidden states 𝒉 of

recurrent neurons.

In particular, we have:

𝒉𝑡 = 𝑓 (𝒉𝑡−1, 𝒙𝑡 )
We can unroll the RNN network through time to gain a new visualization as depicted in Figure

10 (the right-hand figure). Each recurrent neuron has two relevant input weights. One is for the

input vector 𝒙𝑡 , and the other is for the state vector 𝒉𝑡−1 of the previous time step 𝑡 − 1. At the

time step 𝑡 , if we denote the weight from the input vector 𝒙𝑡 to the state 𝒉𝑡 of the current recurrent
neuron by W𝑥ℎ and the weight from the state 𝒉𝑡−1 of the previous recurrent neuron to the state 𝒉𝑡
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of the current recurrent neuron by Wℎℎ , the state 𝒉𝑡 of the current recurrent neuron is computed

as follows:

𝒉𝑡 = 𝜙 (W⊤
𝑥ℎ
𝒙𝑡 +W⊤

ℎℎ
𝒉𝑡−1 + 𝒃)

where 𝒃 is the bias vector and 𝜙 (.) is the activation function (e.g., the ReLU or Tanh functions).

At the time step 𝑡 , if we denote Wℎ𝑦 as the weight from the state 𝒉𝑡 of the current recurrent
neuron to the corresponding output denoted by 𝒚𝑡 , the output 𝒚𝑡 is computed as follows:

𝒚𝑡 = 𝜙 (W⊤
ℎ𝑦
𝒉𝑡 + 𝒄)

where 𝒄 is the bias vector and 𝜙 (.) is the activation function (e.g., the softmax function).

7.3 Long short-term memory networks
Long short-term memory (LSTM) networks are a type of RNNs capable of learning long-term

dependencies, first proposed by Hochreiter and Schmidhuber [Hochreiter and Schmidhuber(1997)]

and gradually improved over the years by other works [Sak et al.(2014), Zaremba et al.(2014)]. An

LSTM network was introduced to address the exploding and vanishing gradients problems as well

as the short-term memory problem (i.e., the lost information from some of the first elements from

the corresponding input in the memory cell of a long RNN) in training RNNs.
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Output gate
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Fig. 11. An architecture of a long short-term memory (LSTM) network.

The key idea of an LSTM network is about storing long-term memory. An LSTM network can

learn to figure out what information from the inputs should be read and stored in the long-term

state denoted by 𝒄𝑡 as well as what information should be thrown out from 𝒄𝑡 . A visualization of

an LSTM network is shown in Figure 11. As depicted, there are four layers in an LSTM network

including the main layer and three additional layers (i.e., gate controllers), namely, the forget gate,

the input gate, and the output gate.

• The main layer at the time step 𝑡 aims to analyse the current input vector 𝒙𝑡 and the previous
(short-term) state 𝒉𝑡−1 to gain the output g𝑡 (i.e., 𝒉𝑡 in a basic cell RNN). In an LSTM cell,

the layer’s output g𝑡 does not go straight out, but instead goes through a gate controller to

decide what parts are stored in the long-term state (i.e., 𝒄𝑡 ).

• Using the logistic activation function, the forget gate f𝑡 aims to learn which parts of the

long-term state 𝒄𝑡 should be erased. The input gate i𝑡 aims to control which parts of g𝑡 should
be added to the long-term state 𝒄𝑡 while the output gate 𝒐𝑡 aims to learn which parts of the

long-term state 𝒄𝑡 should be outputted for both 𝒉𝑡 and 𝒚𝑡 .
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The following equation (i.e., Eq. (8)) summarises the computing process of the four layers of an

LSTM network at the time step 𝑡 :

i𝑡 = 𝜎
(
W⊤
𝑥𝑖𝒙𝑡 +W⊤

ℎ𝑖
𝒉𝑡−1 + 𝒃𝑖

)
f𝑡 = 𝜎

(
W⊤
𝑥 𝑓
𝒙𝑡 +W⊤

ℎ𝑓
𝒉𝑡−1 + 𝒃 𝑓

)
𝒐𝑡 = 𝜎

(
W⊤
𝑥𝑜𝒙𝑡 +W⊤

ℎ𝑜
𝒉𝑡−1 + 𝒃𝑜

)
g𝑡 = tanh

(
W⊤
𝑥𝑔𝒙𝑡 +W⊤

ℎ𝑔
𝒉𝑡−1 + 𝒃𝑔

)
𝒄𝑡 = f𝑡 ⊗ 𝒄𝑡−1 + i𝑡 ⊗ g𝑡
𝒚𝑡 = 𝒉𝑡 = 𝒐𝑡 ⊗ tanh(𝒄𝑡−1) (8)

where W𝑥𝑖 , W𝑥 𝑓 , W𝑥𝑜 and W𝑥𝑔 are the weight matrices from the input vector 𝒙𝑡 to each of the

four layers whileWℎ𝑖 ,Wℎ𝑓 ,Wℎ𝑜 andWℎ𝑔 are the weight matrices from the previous short-term

state 𝒉𝑡−1 to each of the four layers, and 𝒃𝑖 , 𝒃 𝑓 , 𝒃𝑜 and 𝒃𝑔 are the bias vectors to each of the four

layers, respectively. In general, the output 𝒚𝑡 can be different from the short-term state 𝒉𝑡 (i.e.,
𝒚𝑡 = 𝜙 (W⊤

ℎ𝑦
𝒉𝑡 + 𝒃𝑦)) where 𝒃𝑦 is the bias vector whileWℎ𝑦 is the weight from 𝒉𝑡 to 𝒚𝑡 , and 𝜙 (.) is

the activation function (e.g., the softmax function).

8 CONCLUSION
In this paper, in addition to exploiting deep domain adaptation with automatic representation

learning for SVD, we have successfully proposed a novel cross-domain kernel classifier leveraging

the max-margin principle to significantly improve the capability of the transfer learning of software

vulnerabilities from imbalanced labeled projects into imbalanced unlabeled ones in order to deal

with two crucial issues in SVD including i) learning automatic representations to improve the

predictive performance of SVD, and ii) coping with the scarcity of labeled vulnerabilities in projects

that require the laborious labeling of code by experts. Our proposed cross-domain kernel classifier

can not only effectively deal with the imbalanced datasets but also leverage the information of the

unlabeled projects to further improve the classifier’s performance. The experimental results show

the superiority of our proposed method compared with other state-of-the-art baselines in terms of

the representation learning and transfer learning processes.
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