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Abstract. We describe Argo/MTE, an extension of the 
open-source Argo/UML CASE tool that incorporates 
software architecture modelling facilities and 
performance test-bed code generation. We illustrate its 
application by example and explain the tool architecture 
and our experience using and evaluating it to date. 

1. Introduction 

Software architecture design and evaluation have 
become crucial in large scale systems development 
[4],[6],[8]. Validation of non-functional requirements is 
particularly critical and one of the most challenging of 
these to validate is system performance [6], [16], [17]. 
Existing architecture modelling and performance 
analysis tools are limited. Many modelling approaches 
have been taken, from informal visual design 
environments to formal architecture style specification 
and verification [5],[8],[13]. Performance analysis 
approaches range from simulation and rapid prototyping 
to reference benchmarks [4],[6],[14],[16],[20],[21]. 
Most have limitations when used on large-scale projects, 
such as scalability, integration with other development 
tools, result accuracy, and flexibility. 

We describe an architecture design environment 
with performance analysis facilities which extends the 
Argo/UML open source CASE tool [18] to provide an 
integrated modelling environment. We added several 
architecture modelling support features plus extensions 
to the XMI UML representation to capture architecture 
attributes. Performance analysis is based on test bed 
code generation where test code is synthesised, and 
performance tests run on real hardware and network 
infrastructure to gain the performance measures. 

In the following, we provide a motivating example 
along with a survey of related research. We then 
overview and illustrate usage of the Argo/MTE 
architecture modelling and performance analysis 
environment. We briefly describe the tool’s architecture 
and implementation, and our experience with the tool. 
We conclude with a summary and future research. 

2. Motivation 

Consider a complex architecture for internet micro-
payment allowing many customers to buy information 
on the WWW on a pay-as-you-go basis, with many 

small value transactions [2]. Fig. 1(a) shows an example 
of such a micro-payment system (NetPay) built using a 
component-based architecture [3]. 

When developing such software, architects must be 
able to model architecture, including many abstractions 
and their properties: clients, servers, machines, 
networks, protocols, caching, databases, messages, user 
interfaces etc in various levels of detail, from overview, 
refining into successively more detailed designs. Our 
interest is in how to support architects to gauge likely 
design performance, even from early, high-level designs 
[8]. Our approach focuses on generating executable 
code from architecture specifications and deploying this 
code on real hardware, to capture realistic timing 
information supporting incremental design refinement. 

Many approaches have been used for performance 
estimation. Benchmarking [4],[6] uses reference 
architectures and load-testing simple implementations. 
Relative performances of different technologies used in 
reference implementations are compared. Benchmarks 
provide accurate measures for the benchmark 
application used, but are only a rough performance 
guide for related applications [6]. Rapid prototyping 
[11] develops partial software applications 
implementing performance-critical parts of the code e.g. 
network-centric and database-intensive. Much effort is 
often expended for even simple prototypes. If the 
architecture evolves prototypes must be modified and 
tests repeated, which is time-consuming and error-
prone. Simulation approaches use models of distributed 
applications to estimate performance. Performance over-
head estimates are based on architecture [1],[16] or 
middleware [12],[17] choices. As these approaches 
simulate performance, their accuracy varies widely and 
it is very difficult to obtain performance models for 3rd 
party applications such as databases. 

 
3. Our Approach 

In earlier work we developed a custom architecture 
modelling tool, retrofitting support for performance test-
bed generation and analysis [7],[8]. Our new approach 
provides improved modelling and performance test-bed 
based analysis support within a standard CASE tool. 
This provides better integrated modelling and analysis 
support, uses existing model representation formats, and 
allows simpler refinement of architecture designs to OO
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Fig. 1 (a)The NetPay micro-payment system architecture (b) Using the Argo/MTE Environment

designs and vice-versa. We chose to extend the Argo/ 
UML CASE tool [18], [19] to develop Argo/MTE, but 
the approach is applicable to other modelling tools e.g. 
Rational Rose™, MS Visio™. 

Fig. 1(b) shows how our environment is used by 
architects. (1) Multiple Argo/MTE domain-specific 
meta-models can be defined, each providing different 
modelling abstractions and code generators e.g. for web-
based or real-time systems, etc. (2) Architecture models 
are developed using one or more meta-models and 
multiple design views. System requirements and 
specifications guide and constrain architecture design 
choices. (3) An extended XMI model format is used. (4) 
The model is transformed into files and scripts for code, 
compilation, database initialisation and deployment. (5) 
The generated test-bed code is compiled and deployed 
to multiple host machines and performance tests run. (6) 
Results are queried and visualised using various graphs 
which architects use to refine architecture designs and 
re-generate and run further performance tests. Our 
approach thus automates the rapid prototyping approach 
to architecture performance analysis. 

4. An Overview of Argo/MTE Usage 

We illustrate use of Argo/MTE using the NetPay 
architecture. This is a complex architecture and here we 
consider only part of its design and one aspect of its 
performance. Fig. 3(a) shows Argo/MTE modelling an 
architecture meta-model i.e. a set of modelling 
abstractions for a particular domain. This example is a 
web-based enterprise system meta-model, including 
client, database and, application servers, remote object 
abstractions, and others. Argo/MTE uses Argo/UML 
view layout: menu and tool bars (1,2), tree view of 
model elements (3), diagram editing pane (4), and 
tabbed property sheet pane (5). The architecture meta-
model comprises element types (rectangular icons with 

names, stereotypes and properties), element type 
associations (solid lines), hosting associations (dashed 
lines), and refinements (solid/dashed black line with one 
end point). Modelling elements define abstractions that 
can be composed in a model and their properties. An 
example of such types and properties is shown in Fig. 2. 
Associations specify how elements can be related, 
hosting associations specify how one element type relies 
on the existence of its host element, and refinements 
specify how one element type can be refined to a more 
detailed one.  
Element Type Main Attributes Property Description 
Client ClientType (AP, TP) 

 
Threads(TP) 
 

Type of a client e.g. browser, 
CORBA client. 
Number of con-current 
clients run for tests. 

RemoteRequest RemoteServer (AP, TP) 
RemoteObject(AP, TP) 
RemoteMethod(AP, TP) 
RecordTime(TP) 
TimesToCall(TP) 
PauseBetweenCalls(TP) 

Name of remote server to call 
The name of remote object 
The name of remote service 
Record time for this? 
Repetitions 
Pause duration between calls 

AppServer …  
RemoteService …  
DBRequest …  
DBTable …  

Fig. 2. Meta-model type and attribute examples. 

Architects choose one or more meta-models to use to 
create views of their architecture design. An Argo/MTE 
model view comprises elements (rectangles), element 
requests and services (labels), associations (solid black 
lines), message interactions (blue lines and highlights), 
hosting associations (dashed lines), and refinements 
(solid or dashed black line with one end point). 
Stereotypes indicate meta-model type correspondences. 
Each element has a property set derived from its meta- 
model abstraction. A high-level view for NetPay is 
shown in Fig. 3(a). NetPay comprises a customer PC-
hosted browser and payment client (“E-wallet”)  (1), a 
broker (2), and several vendor sites (3). The vendor here 
is a multi-tier architecture: the client browser accesses 



 
Fig. 3. (a) A domain-specific meta-model in Argo/MTE; (b) example architecture model in Argo/MTE. 

web pages (4), which access application server 
components via CORBA (5), and a database (6). Each 

abstraction links to other abstractions via relationships. 
Properties/parameters for <<Client>>Reader component 



are at the bottom. Architectural parameters (AP in Fig. 
2) support architecture modelling e.g. types and 
relationships. Testing parameters (TP in Fig. 2) support 
performance code generation, including number of 
client threads, timing information to record, number of 
request iterations, and pause between requests. We use a 
UML class icon-like architecture abstraction notation 
rather than UML deployment diagram shapes as we 
found the latter cumbersome and inflexible. 

Multiple model views are supported for complex 
specifications. Fig. 4 shows three views of NetPay. 
Collaboration relationships between client requests and 
server services (1) visualise/specify message-passing 
relationships between elements. (2) shows just the 
message passing relationships between elements. 
Refinement of higher-level abstractions is shown in (3), 
where CustomerRegistrationPage service “register 
Customer()” is refined to constituent operations (each 
realised by business logic and database operations). 

 
(1) 

(2) 

(3) 

 
Fig. 4. Message associations in Argo/MTE designs 

and a simple refinement example. 

Once an architect wants to assess performance of the 
modelled architecture, Argo/MTE generates test-bed 
code and runs these tests. A basic assumption in our 
approach is that code in a component has minimal 
overhead, and hence performance is dominated by 
message passing etc through middleware and database 
access allowing a stub generation approach to still 
provide good performance data. Fig. 5 shows this 
process. An extended XMI format represents the design 
(1). XSLT scripts are run to generate Java, JSP, EJB, 
ASP and C# code files, and database initialisation, 
compilation and deployment script files (2). A 
deployment tool copies, installs, and runs these files on 
multiple client and server host machines (3). Either 
thick-client testing applications are generated or 
Microsoft™ Application Centre Test scripts, used to run 
thin-client (web) tests. Performance information is 

captured in a database (4), which can be queried and 
graphed in various ways to compare results for different 
models and implementation parameters. 
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Fig. 5. Running, analysing and presenting results. 

 

 
Fig. 6. Example performance analysis results. 

Fig. 6 shows performance result presentation. 
Elements have a small circle at left top as a “result 
available” indicator. Fig. 6(1) shows several such 
elements, including “Reader” which has evaluation 
results displayed as a table (2) and bar chart (3).  The 
table shows that each instance of “Reader” issues 10 
requests each of tasks doRegister and doGenerateEcoin, 
taking 510ms (1990ms) to finish the requests, so on 
average it takes 51ms (199ms) to finish an individual 
task. The same results as a bar chart are in (3) 



5. Design and Implementation 

Fig. 7 shows key components of our extension of 
Argo/UML. A meta-modelling tool allows architects to 
define abstractions for different domains. The meta-
model extends the existing Argo/UML XMI-based data 
representation. We chose to extend XMI as this was the 
approach used within Argo to represent models, but also 
to allow our saved architecture models to be partially 
read by other XMI-capable tools. Modelling tools were 
developed by specialising the Argo/UML class and 
collaboration diagramming tools. 

The Xalan XSLT engine generates code and scripts. 
We modified a previously developed deployment tool to 
upload generated files to remote hosts and provide test 
co-ordination. Generated code captures timing data and 
stores this in a Microsoft™ Access database. MS Access 
forms and reports support test database browsing and 
visualisation. These facilities can readily be extended 
without modifying Argo/MTE itself. For some tests we 
generate thick-client applications to act as server 
invocation and data capture components. For thin-client 
systems, we generate configuration scipts for 
Microsoft™ Application Centre Test (ACT), which is 
instructed to carry out the tests and provide basic result 
visualisation, useful for load testing web applications. 
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Fig. 7. The architecture of Argo/MTE.  

6. Discussion and Conclusions 

We have used Argo/MTE to model and test several 
software architectures and have compared generated 
performance results against that of actual implemented 
applications for accuracy. Applications modelled 

include several variants of thick and thin-client versions 
of an on-line video application [8], a Java Pet Shop 
application [15], substantial parts of NetPay [3], and 
several architectural approaches to an enterprise 
application integration (EAI) support system [9]. 

Argo/MTE successfully modelled these diverse 
architectures. The meta-modelling tool permitted us to 
define allowable modelling abstractions tailoring meta-
models for thin-client and thick-client application 
modelling. We predominantly used the structural 
architecture modelling facilities to define clients and 
their requests, multi-tier servers, server objects, web 
components and relationships, and databases and tables. 
More complex architectures like the EAI and NetPay 
systems used multiple views with collaboration and sub-
structural abstractions to manage the modelling 
complexity. Modelling abstractions of Argo/MTE were 
mostly sufficient. Exceptions included complex, multi-
element arguments to remote functions e.g. CORBA 
sequences and complex transactional logic e.g. multi-
checkpoint transactions. Collaboration diagrams were 
useful for specifying dynamic behaviour but UML-style 
sequence diagrams would be useful to better capture 
operation sequencing. 

We successfully generated for J2EE and .NET test 
bed code for each system. We performance tested these 
applications using one or more SQL Server 2000 
database servers. Some applications had pre-existing 
implementations in both J2EE and .NET (video system 
and Pet Shop), others had implementations in Java, 
J2EE, Java Messaging Service and CORBA (NetPay 
and the EAI application). We ran the same generated 
performance tests on the original, hand-implemented 
applications as were run on the generated test-beds. 
Some hand modification of these generated tests was 
needed to add correct argument values to properly drive 
hand-implemented servers. In general, performance 
results obtained from the generated test-bed code are 
accurate, with detailed Argo/MTE models producing 
performance results within 20-40% of the hand-
implemented applications. Larger variances occurred 
with systems with complex business logic (conditional 
execution of substantial remote object and database 
services) and complex transaction processing logic as 
these violate our assumption of low overhead of such 
code. For some implementation technologies, including 
Java Messaging Service and .NET web services, we had 
only rudimentary code generators, resulting in 
inaccurate generated code. We also discovered 
implementation deficiencies in the hand-implemented 
video and micro-payment systems which needed 
correction to sensibly compare their performance to the 
test-beds (a useful result in its own right). Our 
performance test database proved useful to capture all 



test results in one place and allow complex analysis and 
result visualisation.  

Implementing and modifying XSLT code generators 
proved relatively time-consuming and improved support 
for this is needed. We envisage a small IDE within the 
tool to specify XSLT constructs and corresponding 
Argo/MTE extended XMI data, with ability to run parts 
of the code generator over test cases. The performance 
visualisation support is basic and needs improving. The 
XMI extensions are arbitrary, although they are a 
significant improvement on the proprietary architecture 
model format our previous work used. The format used 
may require revision as standardisation occurs in the 
representation of architecture information in UML and 
XMI. One final area for improvement is to permit users 
to specify ranges of values for testing parameters e.g. 
number of concurrent users and server threads. Ranges 
of averaged performance values could then be collected 
rather than a single average performance measure. 

We have described extensions to a CASE tool for 
software architecture modelling and performance test 
bed generation. Argo/MTE provides graphical views for 
specifying performance test bed meta-models and 
architecture design diagrams stored as an extended XMI 
representation. This is used to generate a performance 
test bed, which, when run, produces relatively accurate 
performance results. We have demonstrated utility of 
the environment by modelling several architectures and 
favourably compared generated test-bed performance to 
that of hand-implemented versions of these systems. 
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