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Abstract

Context: Scheduling in cloud is complicated as a result of multi-tenancy. Diverse ten-
ants have different requirements, including service functions, response time, QoS and
throughput. Diverse tenants require different scheduling capabilities, resource consump-
tion and competition. Multi-tenancy scheduling approaches have been developed for
different service models, such as Software as a Service (SaaS), Platform as a service
(PaaS), Infrastructure as a Service (IaaS), and Database as a Service (DBaaS).
Objective: In this paper, we survey the current landscape of multi-tenancy scheduling,
laying out the challenges and complexity of software engineering where multi-tenancy
issues are involved. This study emphasises scheduling policies, cloud provisioning and
deployment with regards to multi-tenancy issues. We conduct a systematic literature
review of research studies related to multi-tenancy scheduling approaches on cloud plat-
forms determine the primary scheduling approaches currently used and the challenges
for addressing key multi-tenancy scheduling issues.
Method: We adopted a systematic literature review method to search and review many
major journal and conference papers on four major online electronic databases, which
address our four predefined research questions. Defining inclusion and exclusion criteria
was the initial step before extracting data from the selected papers and deriving answers
addressing our inquiries.
Results: Finally, 53 papers were selected, of which 62 approaches were identified. Most
of these methods are developed without cloud layers’ limitation (43.40%) and on SaaS,
most of scheduling approaches are oriented to framework design (43.75%).
Conclusion: The results have demonstrated most of multi-tenancy scheduling solutions
can work at any delivery layer. With the difference of tenants’ requirements and func-
tionalities, the choice of cloud service delivery models is changed. Based on our study,
designing a multi-tenancy scheduling framework should consider the following 3 factors:
computing, QoS and storage resource. One of the potential research foci of multi-tenancy
scheduling approaches is on GPU scheduling.
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1. Introduction

Cloud computing enables resource sharing. However, different kinds of resources
reflect different levels of dynamic behaviours and a diversity of user demands. This
makes resource management very complex [1]. To make full use of the cloud’s scalability
and elasticity for cloud service providers, multi-tenancy is a key cloud characteristic
that enables providers to share the same service instance, computational resources and
storage among different tenants [2, 3]. In a multi-tenancy model, data and resources
are deployed in the same cloud and are controlled and distinguished via labelling. This
allows for the unique identification of resources owned by individual users [4]. Compared
with a multi-user model, multi-tenancy customises a single instance based on multiple
requirements of different tenants, as opposed to the multi-instance model, wherein each
tenant has their own virtualised instance of the application [2, 5, 6]

More and more Application Service Providers (ASPs) and enterprises, especially
Small to Medium sized Enterprises (SME), are using the SaaS delivery model. Databases
hosted on the SaaS environment provide infrastructure and technologies that can support
the instances running on applications with the same tables or schemes. Therefore shared
hardware and software infrastructures can reduce the cost of deployment and operations.
Multi-tenancy is a widely used technology in resource virtualisation and effectively help
scale down costs [7, 8]. Multi-tenancy can scale up and down computing resources, as
well as allocate resources according to the actual usage of the system/application, which
is most widely used for SaaS applications. The scheduling strategies used in the multi-
tenancy cloud take on a highlighted importance as they directly influence the runtime
performance of software applications. Eventually, scheduling policies should be able to
effectively improve the number of completed transactions (throughput), increase profit of
service party, reduce completion time, reduce cost which is undertaken by service party
when accepting applications and guarantee consistent Quality of Service (QoS) demands
of clients [9].

The aim of conducting this systematic review is to discover the main methods of
multi-tenancy scheduling and the previous challenges of multi-tenancy scheduling, as
well as to investigate the current state-of-the-art of multi-tenancy scheduling approaches
on cloud platforms and further research gaps and challenges. The main contributions of
this work are summarised as Where , How , and What :

• Where: to improve the system performance, which layer of the service model or
which component is used to schedule tenants, data and instances to the resource
pools?

• How: to improve the system performance or QoS, how do we modify scheduling
approaches or resource allocation in the multi-tenant based cloud?

• What: are the limitations and weaknesses of the current scheduling methods in
multi-tenant based cloud computing?
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We systematically collected and reviewed domain-relevant papers published between
2009 to 2018. We identified several research questions for this systematic review that
allow us to categorise existing research efforts to date. We restrict our attention to
evidence-based guidelines that have appeared in scholarly publications [10].

The rest of this paper is organised as follows: Section 2 introduces the background and
the overview of related work for this study. Section 3 briefly describes the methodology
used to conduct this systematic review, including the defined research questions. Section
4 presents the results from the systematic review followed by a discussion in Section 5.
Section 6 discusses the threats to validity in this study. Finally, Section 7 concludes our
work.

2. Background

2.1. Multi-tenancy Implications

Multi-tenancy is a specific characteristic of cloud applications that can change the un-
derlying economics of applications through sharing infrastructure, platform and services.
It allows each cloud application or “tenant”, each with their own customers, processes
and data, to obtain a single application instance [11]. A definition of multi-tenancy [12]
is: “Multi-tenancy refers to the architectural principle, where a single instance of the soft-
ware runs on a SaaS vendor’s servers, serving multiple client organisations (tenants).
Multi-tenancy is contrasted to a multi-instance architecture where separate software in-
stances (or hardware and software systems) are set up for different client organisations.”

2.2. Multi-tenancy Aware Cloud Applications

Multi-tenancy aware applications can be defined as follows, they are suggested by
Bezemer et al. [5, 13]: “A multi-tenant application lets tenants (users) share the
same hardware resources, by offering them one shared application and database instance,
while allowing them to configure the application to fit their needs as if it runs on a
dedicated environment.”

A multi-tenancy application looks and behaves similar to a single-tenant application,
but the key difference is that multiple tenants can share the same cloud application ser-
vices, platform and infrastructure. To achieve multi-tenancy awareness, sophisticated
multi-tenancy support is required, which needs to be incorporated into the entire de-
velopment and maintenance lifecycle of such applications [1, 14]. This support can be
classified into two phases: development phase and deployment phase [14]. In the devel-
opment phase, the multi-tenancy support is realised through high-degree configuration
for different tenants. In the deployment phase, the service instances are introduced and
deployed in the target cloud infrastructure according to different multi-tenancy require-
ments of the applications [14].

2.3. Overview of Related Reviews

Cloud computing makes it possible to flexibly procure, scale and release computa-
tional resources on demand in response to workload changes. The work in [15] surveys
the landscape of SLA-based cloud research to understand the state of the art and iden-
tify open problems. This work particularly aims at the resource allocation phase of the
SLA life cycle while highlighting implications on other phases. This work contributes to
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the fundamentals of engineering cloud SLA and their autonomic management, motivat-
ing further research and industry oriented solutions [15]. Results indicate that minimal
number of SLA parameters are accounted for in most studies; heuristics, policies, and
optimisation are the most commonly used techniques for resource allocation; and the
Monitor-Analysis-Plan-Execute (MAPE) architecture style is predominant in autonomic
cloud systems.

In recent years, the valuable knowledge that can be retrieved from petabyte scale
datasets has led to the development of solutions to process information based on parallel
and distributed computing [16]. Apache Hadoop [17] has attracted strong attention due
to its applicability to processing data. The work in [16] provides a systematic literature
review to assess research contributions related to Apache Hadoop, aiming to identify gaps,
provide motivation for new research and to outline collaborations to Apache Hadoop.
Their analysis led to some relevant conclusions: many interesting solutions developed
in the studies were never incorporated into the framework; most publications lacked
sufficient formal documentation of the experiments conducted by authors, hindering their
reproducibility.

In cloud environments, resource allocation is an important issue due to the inherent
uncertainty and dispersion of resources, which is caused by heterogeneity, dynamism,
failures, etc. To provide efficient performance of workloads and applications, resource
management techniques need to be addressed effectively. The work in [18] depicts a broad
methodical literature analysis of autonomic resource management in the area of the cloud
in general and QoS-aware autonomic resource management specifically. This work [18]
helps researchers find the important characteristics of autonomic resource management
and crucial properties of self-management (self-healing, self-configuring, self-optimising,
and self-protecting), and helps to select the most suitable technique for autonomic re-
source management in a specific application along with significant future research direc-
tions. Efficient resource provision which can guarantee the satisfactory cloud services
to the end users, lays the foundation for the success of commercial competition [19].
According to the deployment sequence, the work in [19] tackles the different deployment
phases and the objectives of each phase. In [19], more than 150 articles from recent
years are surveyed and the state-of-the-art algorithms to realise these objectives, e.g.,
cost, service quality and utility, are reviewed. Techniques employed in these algorithms
are categorised and analysed systematically. Results show that almost all algorithms
concentrate on the deployment phase [19].

Multiple scheduling algorithms in cloud environments have been proposed to ensure
that short interactive jobs, large batch jobs and guaranteed-capacity production jobs run-
ning on these frameworks can deliver results quickly while maintaining a high throughput.
However, only a few works have examined the effectiveness of these algorithms. The work
in [20] conducts a systematic literature review of task scheduling algorithms that have
been proposed for big data platforms. The work in [20] analyses the design decisions
of different scheduling models proposed in the literature for Hadoop, Spark, Storm, and
Mesos over the period between 2005 and 2016, and compares the algorithms in terms of
performance, resources utilisation, and failure recovery mechanisms. The work in [20]
identifies 586 studies and reports about different types of scheduling models (dynamic,
constrained, and adaptive) and the main motivations behind them (including data lo-
cality, workload balancing, resources utilisation, and energy efficiency). A discussion of
some open issues and future challenges pertaining to improving the current studies is

4



provided.

3. Method

Figure 1 illustrates the main procedure used for our systematic review. We followed
the standard guidelines proposed by Kitchenham [10] and used a study protocol for our
research. We chose to use a Systematic Literature Review approach, rather than a more
general Systematic Mapping approach, to answer our focused research questions and to
carry our a detailed comparative analysis of discovered approaches. Due to page limits,
a detailed procedure describing the construction of our systematic review is provided
online 1.
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Figure 1: Systematic review procedure

3.1. Research Questions

Constructing a systematic literature review requires a base set of research questions
that drive the research methodology [10]. Referring to key prior studies [21, 22], we have
identified four key research questions to investigate the approaches used for scheduling
methods on a multi-tenancy cloud platform. We adopt a typical approach - PICOC
criteria proposed by Petticrew et al. [23] to frame ourt systematic review questions. Using
this we formulate our review questions based on 5 attributes: Population, Intervention,
Comparison, Outcome, Context. Consequently, in our systematic review, we considered
these 5 attributes, as shown in Table 1, to construct our research questions.

RQ1: Scheduling on different service models
Multi-tenancy has different meanings in different service models of the cloud com-

puting. For instance, on the PaaS model (layer), applications are deployed on the same
server to improve resource utilisation, however, on the SaaS layer, tasks are dispatched
to multiple copies (instances) of the same software in a datacentre [24]. RQ1: How
can we achieve multi-tenancy scheduling by using different service delivery
models and layers?

RQ2: Scheduling with different objectives

1The detailed procedure used in constructing this review can be found in Section 1 of Part A at
https://github.com/Materials19/paper/blob/master/istslr2020online.pdf
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Table 1: Review questions framed by PICOC criteria

Population Multi-tenancy scheduling approaches in the cloud
Intervention Methodology/tool/technology for scheduling on multi-

tenancy clouds
Comparison The difference of scheduling approaches, especially

showing evolution and improvement on traditional
scheduling methods on cloud computing

Outcome The effectiveness of scheduling approaches and imple-
mentation on multi-tenancy clouds

Context Within the research domain of multi-tenancy clouds’
scheduling, especially studies including experimental re-
sults

Services with customisable non-functional qualities are used to address the require-
ments of tenants, such as response time, throughput, security, availability and the re-
sulting price of a service. For example, GPUs have become prominent, both in high
performance computing and in many cloud services, for many big data analysis tasks.
Applications running on a GPU are different from those on a CPU. Thus, one can see
how the issue of maximising GPU utilisation is one which is essential to enhancing per-
formance and applicability. Due to the characteristics of sharing resources with multi-
tenancy approaches, load balancing in multi-tenancy differs from traditional computing
environments [25]. RQ2: Considering different needs, how do we schedule jobs
for different tenants?

RQ3: Task management related to scheduling on different domains
The entire scheduling process may include some other transactions, such as resource

provision and tenant placement. For example, dynamic scaling performance of service-
oriented applications hosted on the IaaS layer relies on the careful distribution of new
VMs across physical hosts. In the IaaS layer, abstraction of physical hardware will result
in resources being homogeneous and infinitely scaleable, providing linear increases in
performance [26]. RQ3: How are related task management issues handled for
multi-tenancy scheduling?

RQ4: Scheduling approaches on multi-tenancy clouds
To support dynamically increasing demands from multi-tenants, cloud service providers

have to deploy computing resources efficiently and cost-effectively to handle the fluctua-
tion of requests from tenants using different methods, including algorithms, framework,
etc. RQ4: What methods are used to schedule multi-tenancy cloud applica-
tions?

3.2. Search Strategy and Process

3.2.1. Proposing Search Terms

We first propose search terms to help us define topic relevancy and to classify articles’
research topics. According to the lessons presented in [21, 22], we set up some important
attributes and characteristics as search terms in this review. Our study background is
scheduling on multi-tenancy clouds, and all the terms are expanded around this issue.
The search terms are integrated by the Boolean “OR” or “AND” operation, which enables
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each paper to at least have one of the relative terms. The “OR” operation groups different
terms and the “AND” operation conjoins different terms which form search strings. An
indicative search string used in our systematic review is shown in Figure 2. This is
specialised for each digital library to be searched.

	  

Multi-tenancy  

AND 

Data management OR data placement  

OR provision OR scheduling 
OR process modeling 

Figure 2: Search strings in our systematic review

3.2.2. Search Process

The search process was done in a manual manner to search for specific publications
between 2009 to 2018. Primary data collection is by directly finding published papers
(archival journals, and conference proceedings) from well-known and widely used online
electronic digital libraries2 We chose these four digital libraries as they provide a primary
source for articles, contain all high repute venues for Computer Science and Software
Engineering articles or relevance to our study, and have usable and accurate search
engines for our search strings. We checked the references of all selected articles for any
potentially relevant missed studies that should also be included in our search and analysis.

3.3. Inclusion and Exclusion Criteria

The main criterion of including journal and conference proceeding papers is based on
their topic coverage relevant to our review questions. In our initial selection, we consid-
ered papers that clearly address our review questions, based on their titles, abstracts,
keywords within the papers and their conclusions. Meanwhile, redundant publications
were eliminated. However, the titles, abstracts and conclusions are not always enough to
determine a paper’s final inclusion. Therefore, in the final selection phase we retrieved
the full context of those papers which were found to be relevant in the initial phase to
decide on their final selection. Multi-tenancy and scheduling had to be the primary focus
of the selected papers 3.

3.4. Quality Assessment

The quality of relevant papers can be accessed through the evidence presented in
those studies. The conclusions drawn from a systematic review are only as strong as
the evidence they are based on, so compiling an appropriate checklist to assess study

2Our selected digital libraries: ACM Digital Library (http://dl.acm.org), IEEE Xplore
(http://ieeexplore.ieee.org/Xplore/home.jsp), ScienceDirect (http://www.sciencedirect.com), and
SpringerLink (http://link.springer.com).

3The exclusion criteria is can be found in Section 2 of Part A at
https://github.com/Materials19/paper/blob/master/istslr2020online.pdf
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quality is important [10, 27]. A quality assessment checklist compiled by Kitchenham
[10] was used to evaluate the quality of our located studies. Each question uses the same
3 level answer scale: “Yes” being a worth of 1 point value, “Partially” being worth of 0.5
and “No” being worth of 0. The total quality of each publication can be calculated by
summing the quality scores of checklist questions. As the score of a paper increases, the
paper will subsequently be better equipped to address the review questions in a more
complex and profound manner 4. The detailed quality assessment scores of all included
articles are presented online 5.

3.5. Data Extraction and Synthesis

The data extracted from the selected research papers provide a wide view of different
scheduling approaches on multi-tenancy clouds. Aiming to address the review questions
postulated in Section 3.1, we tabulate the data and analyse these data using a meta-
analysis method [10]. To actualise the extraction of data from our included papers more
explicitly, the data extraction schema used to collect the relevant data is provided online
6. To conclude the data collection and review question analysis process, we summarise
the quantitative data and then proceed to generalise and synthesise correlative answers
addressing these review questions. Our results are presented in the following section.

3.6. Articles Classification Scheme

Our classification scheme allows us to structure the literature in our work to map the
literature in general and to answer our review questions in particular [28]. Classifica-
tion of included papers considered several different schemes. Classification can simplify
and reduce the systematic review complexity as well as improve the accuracy of the
study. The classification scheme we developed is one of our novel contributions, provid-
ing a framework for categorising and describing scheduling approaches on multi-tenancy
clouds. We classified each paper’s approach using key words or phrases that describe the
characteristics of the scheduling approaches:

1. Classification on service model (layer)
Scheduling polices are employed on different service models (layers).

• Software as a Service (SaaS)

• Platform as a Service (PaaS)

• Infrastructure as a Service (IaaS)

• Database as a Service (DBaaS)

2. Classification on research aspect
The main objective of this study is to find different multi-tenancy scheduling ap-

proaches. As discussed in Section 3.1, some relevant aspects are also considered relating
to deployment scheduling polices that impact scheduling effort.

4The quality assessment checklist can be found in Section 3 of Part A at
https://github.com/Materials19/paper/blob/master/istslr2020online.pdf

5Detailed quality assessment scores of included articles can be found in Part B at
https://github.com/Materials19/paper/blob/master/istslr2020online.pdf

6Data extraction schema can be found in Section 4 of Part A at
https://github.com/Materials19/paper/blob/master/istslr2020online.pdf
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• Data management

• Data placement

• Process modelling

• Resource provision

• Scheduling

3. Classification on methodological orientation

• Algorithm

• Mechanism

• Framework or Architecture

• Model

• Others (System, Platform, Scheduler, etc.)

4. Results

Table 2: Distribution of reviewed papers in different digital libraries

Electronic
database

Number of
retrieved
papers

Number of
initial selected

papers

Number of
final included

papers

Percentage in
final inclusions

(%)
ACM Digital Library 1106 205 13 24.53
IEEE Xplore 589 197 33 62.27
ScienceDirect 728 125 5 9.43
SpringerLink 612 48 2 3.77
Total 3035 575 53 100.00

We used different search terms to find relevant papers in the scientific digital libraries
mentioned in Section 3.2.2. Using our search strings, we initially found 1106, 589, 728,
and 612 results from ACM Digital Library, IEEE Xplore, ScienceDirect, and SpringerLink
respectively. After initial selection based on the title, abstracts, keywords and conclusion,
575 relevant papers were assessed, 205 articles from ACM digital library, 197 articles from
IEEE, 125 articles from ScienceDirect, and 48 articles from SpringerLink.

In our second selection phase, we reviewed the full context of the relevant papers
selected in the initial phase according to the inclusion and exclusion criteria from Section
3.3. After eliminating redundant papers from different digital libraries, 53 papers were
finally selected, with an acceptance ratio of 9.53%. These included papers and the main
contributions of each paper are summarised online 7. The distribution of reviewed papers
from different databases is shown in Table 2. The 53 included papers were published in
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40 different venues: 13 papers (24.53%) are from ACM Library, 33 papers (62.27%) are
from IEEE, 5 papers (9.43%) are from ScienceDirect and 2 (3.77%) from SpringerLink.

The types of included papers can be classified into 4 categories: journal papers,
conference papers, workshop papers and symposium papers. Figure 3 shows the specific
distribution of different types. Journal papers occupy 24.53%, conference papers occupy
56.60%, workshop papers occupy 3.78% and symposium papers occupy 15.09%. More
than half of the publications for scheduling approaches are from conferences.

Figure 4 shows the distribution of articles by year of publication. The trend in
this figure indicates that research into multi-tenancy scheduling on cloud platforms has
drawn more attention in recent years. Papers published in 2015 are the most included;
the second most included papers were published in 2016.

We summarise the distribution of the overall results of our publication quality assess-
ment, shown in Table 3. The score of most included papers is 8.0 (47.17%). According to
our quality assessment scores, included papers should present some clear technical find-
ings and provide experimental results as evidence to verify their proposed approaches.

The distribution of papers based on our proposed classification scheme is shown in
Table 4. To gain an intuitive view, Table 5 shows the numerical results. In this review,
we can observe that more and more multi-tenancy scheduling approaches are proposed
without the cloud layer’s limitation (43.40% of included papers). Most solutions can be

7The main contributions of each paper can be found in Part B at
https://github.com/Materials19/paper/blob/master/istslr2020online.pdf
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Table 3: Distribution of overall quality assessment of relevant studies

Score Number of papers Percentage (%)
5.0 1 1.89
5.5 0 0
6.0 2 3.77
6.5 7 13.21
7.0 7 13.21
7.5 11 20.75
8.0 25 47.17
Total 53 100.00

used in any IaaS, PaaS and SaaS, with only a few solutions being employed on DBaaS
(3.77% of included papers). However, most scheduling approaches that work on all layers
are algorithm-based (41.66% of 23 included papers). One introduces a new delivery model
- High Performance Computing as A Service (HPCaaS) and proposes a novel scheduling
algorithm on HPCaaS. The results also indicate that to improve multi-tenancy scheduling
performance, designing a better database or building a preferable table scheme are useful
ways (3.77%).

Table 4: Distribution of papers based on the proposed classification
schemes

Service
model

Research
aspect

Methodological
orientation

Used technology Publications

SaaS Scheduling Algorithm Load balancing P1 [29]

Model cluster-based duplication to allocate resource P2 [30]

SLA based weighing P3 [31]

Framework Database scheme design P1 [29]

Two duplication time strategies: lazy, proactive P2 [30]

Performance isolation and dynamic SLA control P3 [31]

Mechanism Weighted Round Robin (WRR) with a control feedback loop P4 [32]

Data man-
agement

Orchestrator Follow the Observe-Decide-Act (ODA) loop structure; a
software-level power capping for docker containers

P39 [33]

Framework Optimise user distributions and provision strategies P5 [34]

Exploit the microservice architecture P23 [35]

Resource
provision

Model Resource allocation based on tenant isolation, VM instance
allocation and load balancing

P6 [36]

Controller Consolidation of multiple VMs; meet the Service Level Ob-
jective (SLO)

P45 [37]

Data
placement

Framework Delete unnecessary replicas, ensure migration flexibility, cre-
ate missing replicas, fix overloaded servers and reduce num-
ber of active servers

P7 [38]

Resource estimation and business relations P8 [7]

Algorithm Robust Tenant Placement (RTP) and interleaving replicas
across nodes

P7 [38]

Tenant data formalisation P8 [7]
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Table 4: continued

Service
model

Research
aspect

Methodological
orientation

Used technology Publications

PaaS Resource
provision

Mechanism Estimation method in Service Demand Law (SDL) combined
with request admission control

P9 [39]

Data
placement

Framework SLA negotiation by fixing a threshold for each query and
cost-effective query optimisation problem

P43 [40]

Algorithm Admission control; dynamic computing of tenants’ priority P9 [39]

Load balancing based on M/G/s/s+r queueing model P10 [41]

IaaS Resource
provision

Model Elastic Application Container (EAC) based lightweight re-
source management

P11 [42]

Scheduler Least-busy and load-aware VM placement P12 [26]

System Online resource demand prediction and prediction error han-
dling

P26 [43]

Data man-
agement

Framework Attribute-based constraints specification and enforcement P25 [44]

Use stochastic hill climbing algorithm to find multiple re-
source reservations & prevent performance interference

P33 [45]

Design of MetaDatabase schema and multi-tenant Resource-
Manager on Hadoop

P34 [46]

Based on fuzzy cloud controller and online process miner P40 [47]

Algorithm Meta-heuristics solution on augmented shuffled frog leaping P49 [48]

Address VM sharing in the context of Workflow-as-a-Service
(WaaS) by modeling the use of containers

P50 [49]

System Load balancing scheme; auto scaling mechanism P32 [50]

Scheduling Platform Extension of a Distributed Shared Objects (DSO) middle-
ware and redistribution of resources among different Java
Virtual Machine (JVM) instances

P13 [51]

Algorithm Workflow scheduling to map and manage the execution of
inter-dependent tasks

P48 [52]

Framework Design on Service-Oriented Architectures (SOAs) to leverage
rate limiters and request schedulers

P31 [53]

DBaaS Scheduling Algorithm Dynamic resource allocation, residual allocation and SLA
enforcement

P14 [54]

Framework 4 components: Monitor, Analyser, Predictor, Allocator; pe-
riodically re-allocates resource under SLA violation

P14 [54]

Model Model resource allocation as unbounded knapsack problem
using additional fairness constraint

P14 [54]

Resource
provision

Framework Input: performance-based Service Level Objectives (SLOs),
tenant workloads and hardware Stock Keeping Units
(SKUs); Output: an recipe combined with SLO compli-
ant tenant scheduling strategy and cost-minimising hardware
provisioning strategy

P15 [55]

HPCaaS Scheduling Algorithm based on capabilities of software-defined networking P47 [56]

N/A Resource
provision

Framework Tenancy Requirements Model mapping tenancy require-
ments with appropriate resources

P16 [57]

Capable system topologies based on a Monitor-Analyse-
Plan-Execute (MAPE) loop

P17 [58]

Graph processing; Progress-Aware Disk Prefetching (PADP)
policy

P44 [59]

Algorithm Prediction based provision & tenancy requirement matching P16 [57]
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Table 4: continued

Service
model

Research
aspect

Methodological
orientation

Used technology Publications

Data man-
agement

Mechanism Customise compensation process in workflow system and ex-
tension of states transition model of Web Services Business
Activity (WS-BA)

P18 [60]

Scheduler Use Strings, decompose GPU scheduling into load balancing
and per-device scheduling, treat GPUs as first class schedula-
ble entities and manage GPU calls with a two-level scheduler

P19 [61]

Framework Provisioning, managing and controlling the services (DBaaS,
PaaS, SaaS and IaaS)

P24 [62]

Based on the datacentre policies; efficient VM scheduling
techniques to place the active VMs on minimum number of
physical servers

P36 [63]

Based on datacentre virtualisation & load balancing P38 [64]

Algorithm Based on dominant resource fairness; use Cgroup to control
resource utilisation

P35 [65]

Based on load balancing and specific multi-tenancy require-
ments (delay and priority)

P41 [66]

Utilise a priori knowledge of the dataflow tasks to provide
predictable scheduling behaviour

P51 [67]

Obtain the exact optimal number of task resources; optimise
resource provisioning

P52 [68]

System Based on Business Process Management System (BPMS);
control the execution of business processes

P37 [69]

Process
modelling

Mechanism Tenant placement and subsequent, fine-grained batch plan-
ning and optimising the workload

P20 [70]

Data
placement

Algorithm Optimise the sliding-scheduled application placement and
routing problem

P42 [71]

Scheduling Scheduler Monitor load on each application, build performance models,
compute a priority for pending GPU-based requests

P21 [72]

Algorithm Convert realistic task resource utilisation patterns into boxes P27 [73]

Characterise a resource isolation mechanism and share the
resources available within a process equally or in proportion
to some weights among tenants

P28 [74]

Use system level, application-transparent checkpointing
mechanism and save the progress of jobs

P30 [75]

Use checkpoint optimisation to tolerate and eliminate the
Byzantine faults; track server performance of virtual clusters

P53 [76]

System System level abstraction for GPU, utilise GPUs without
compromising fairness, deploy GPU requests across the mul-
tiple GPUs under Least-Attained-Service (LAS) of GPU re-
quest servicing

P22 [25]

Platform Based on virtualisation technology for computing, storage
and network resources

P29 [77]

Framework Virtualisation; consider I/O performance P46 [78]
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Table 5: Overall results on methodological/research orientation

Topic No. of
papers

Percent
(%)

Research
aspects

No. of
methods

Percent
(%)

Method
type

No. of
methods

Percent
(%)

SaaS 11 20.75 Scheduling 7 43.75 Algorithm 5 31.25

Data management 3 18.75 Framework 7 43.75

Resource provision 2 12.50 Mechanism 1 6.25

Data placement 4 25.00 Model 1 6.25

Orchestrator 1 6.25

Controller 1 6.25

Total 16 100.00 Total 16 100.00

PaaS 3 5.66 Resource provision 3 75.00 Mechanism 1 25.00

Data placement 1 25.00 Framework 1 25.00

Algorithm 2 50.00

Total 4 100.00 Total 4 100.00

IaaS 13 24.53 Resource provision 3 23.08 Model 1 7.69

Scheduling 3 23.08 Platform 1 7.69

Data management 7 53.84 Algorithm 3 23.08

Framework 5 38.47

Scheduler 1 7.69

System 2 15.38

Total 13 100.00 Total 13 100.00

HPCaaS 1 1.89 Scheduling 1 100.00 Algorithm 1 100.00

Total 1 100.00 Total 1 100.00

DBaaS 2 3.77 Resource provision 1 25.00 Algorithm 1 25.00

Scheduling 3 75.00 Framework 2 50.00

Model 1 25.00

Total 4 100.00 Total 4 100.00

N/A 23 43.40 Resource provision 4 16.67 Framework 7 29.18

Data management 10 41.66 Algorithm 10 41.66

Process modeling 1 4.17 Mechanism 2 8.33

Data placement 1 4.17 Platform 1 4.17

Scheduling 8 33.33 Scheduler 2 8.33

System 2 8.33

Total 24 100.00 Total 24 100.00

Total 53 100.00 Total 62 100.00 Total 62 100.00
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Figure 5: Multi-tenancy on different service layers

5. Detailed Results Analysis

In this section, we answer our four research questions (RQs) based on our collected
results.

5.1. RQ1: Scheduling on different service models

Multi-tenancy has different implementations on different cloud service models (layers)
as shown in Figure 5. In the PaaS model, multi-tenancy indicates that different appli-
cations share the same operating system instance. In the IaaS model, multi-tenancy
means that multiple operating system instances, usually in the form of virtual machines,
share the same physical hardware via a hypervisor. In the SaaS model, multi-tenancy
with the highest level of isolation indicates that one application instance is shared across
multiple tenants [41, 79]. However, Database-as-a-Service (DBaaS) is gaining important
momentum [54]. Most multi-tenancy problems are metadata driven and use metadata as
a way of configuring the platform and applications for each individual tenant [80]. Multi-
tenancy on DBaaS means different tenants have tenancy specific customisations which
present different requirements of tenants as metadata attributes on separate schemes in
shared database.

A key problem in DBaaS is how to efficiently share resources among tenants while
maintaining SLAs [8]. SLAs guarantee performance isolation to prevent one tenant from
adversely affecting the performance of other tenants in an unpredictable manner [54].
Moreover, DBaaS providers need to maximise resource utilisation for additional revenue
by dynamically allocating available resources to tenants who consume resources beyond
their SLAs. The scheduling in DBaaS can be summarised as a resource allocation problem
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with a constrained optimisation to realise objective functions, such as static workloads
scheduling.

Multi-tenancy applications are deployed on the servers which provide computing re-
sources. PaaS providers isolate code from different applications on the same OS instance
to improve resource utilisation, which brings new challenges to load balancing as the
server is shared by several applications, and response times may not be guaranteed due
to the competition for shared resources [24]. The key scheduling problem in PaaS is how
to realise efficiency provision resource through algorithms or mechanisms. These algo-
rithms are used to dynamically estimate resources and calculate different tenants’ priority.
In IaaS, the scheduling problem focuses on VM placements and the redistribution of re-
sources among different JVM instances. Additionally, multi-tenancy architecture is often
used in SaaS. For example, a two-tier SaaS scaling and scheduling architecture working
at service and application levels to save resources and avoid duplicating as proposed in
[30].

According to Table 4 and Table 5, more and more scheduling approaches are de-
signed without a delivery layer limitation (occupying 38.71% in all approaches). For
instance, P46 proposes a novel disk scheduling framework - PriDyn (DYNamic PRIor-
ity) on any delivery layers. This framework provides differentiated services to various I/O
applications co-located on a single host based on their latency attributes and desired per-
formance. This demonstrates that all I/O applications executing in VMs in multi-tenant
environments will suffer degradation in disk throughput irrespective of their latency re-
quirements, depending upon the number and the types of I/O patterns of concurrent
applications running on other active VMs hosted on the same server.

According to Table 4 and Table 5, a new delivery layer – High Performance Computing
as a Service (HPCaaS) is proposed. The cloud enables the HPC users to have access to
supercomputing resources on demand and in a cost-efficient manner [56]. The providers
of HPCaaS, who often own the service platform, administrate and maintain the virtual
resources. They can either own the hardware or rent it from a cloud service provider.
Desirable characteristics of the cloud such as on-demand access, resource pooling and
cost effectiveness, have tempted industries and academia to embrace this technology
into their businesses, including the HPC users. Nevertheless, standard clouds do not
satisfy certain unique requirements of HPC such as batch processing, direct access to
hardware, the ability to bypass the OS kernel, and high-performance execution [56]. For
instance, P47 uses this feature to design and implement an innovative SDN empowered
task scheduling system for HPCaaS, called ‘ASETS’. P47 also proposes a novel algorithm
for this system called SETSA (SDN Empowered Task Scheduling Algorithm) [81]. This
algorithm takes advantage of the SDN capabilities and schedules the tasks to the available
VMs such that the virtualised network bandwidth is maximised on an elastic HPCaaS
architecture with a shared file system and on-demand number of nodes.

• Outstanding Limitations and Challenges

Virtualisation is one of the key enabling technologies for cloud computing. Although
it facilitates improved utilisation of resources, virtualisation can lead to performance
degradation due to the sharing of physical resources like CPU, memory, network inter-
faces, disk controllers, etc. Multi-tenancy can cause highly unpredictable performance
for concurrent I/O applications running inside virtual machines that share local disk
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storage in cloud [78]. Disk I/O requests in a typical cloud setup may have varied re-
quirements in terms of latency and throughput as they arise from a range of heteroge-
neous applications having diverse performance goals. This necessitates providing differ-
ential performance services to different I/O applications [78]. In future, multi-tenancy
frameworks should provide on demand access to scalable resources, offering
better utilisation of physical resources and enabling energy savings [78]. For instance,
the frameworks should include a proactive approach where it would be possible to ascer-
tain in advance whether a particular I/O application can be handled on a given system
based on its state before actual scheduling of the I/O requests. Such a framework can
enable meta-scheduling of I/O applications and enable QoS based placement algorithms
at a larger datacentre level [78].

Emerging Workflow as a Service (WaaS) platforms offer scientists a simple, easily
accessible, and cost-effective way of deploying their applications in the cloud at any time
and from anywhere [49]. Such workflows can be modeled as Directed Acyclic Graphs
(DAGs). Once a DAG is pre-processed, the scheduling process of its tasks can begin
on WaaS platforms, which are emerging with the vision of providing scientists with the
ability to deploy their applications for execution in the cloud in a simple and cost-effective
manner [49]. An important aspect, as is for any multi-tenant cloud-based framework, is
how to efficiently manage the execution of workflows belonging to different
users and with different QoS requirements. Design of multi-tenant frameworks on
WaaS to manage the execution of a continuous workload of heterogeneous workflows is
a key needed future direction. To achieve this, they leverage the compute, storage, and
network resources offered by IaaS providers [49].

Further research focus should explore the deployment of multiple simultaneous
containers on a single VM, in order to execute multiple tasks in parallel. Investigating
the effects of sharing resources among multiple workflows and using containers on the
consumption of energy is also very important. Finally, it would be beneficial to collect
and make use of workflow execution data to better estimate the runtime of tasks,
to address security and privacy issues that arise from their multi-tenant nature, and to
develop failure recovery strategies at various levels of the framework. Different pricing
models that WaaS providers could adopt to charge their users could also be investigated
[49].

5.2. RQ2: Scheduling with Different Objectives

Multi-tenancy scheduling enables multiple instances of an application to occupy and
share resources from a large pool, allowing different users to have their own version of the
same application running and coexisting on the same hardware but in isolated virtual
spaces [1] with different objectives, such as performance isolation, resource isolation,
QoS, load balancing, etc.

5.2.1. Performance Isolation

There are four isolation levels in a multi-tenancy pattern [82]. Native multi-tenancy
is the most common one [7]. In native multi-tenancy patterns, all web applications share
the same infrastructure, and tenants share the same application instances. Furthermore,
tenant data is created to carry the subscription and configuration information. Multi-
Tenancy Management System (MTMS) prepares resources for it and provisions it to
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certain database server if the provisioning condition is satisfied. This is a normal tenant
data provisioning process.

To guarantee isolated performance, it is essential to control the resources used by a
tenant. The layers of the execution platform that are responsible for controlling resource
usage, normally do not have knowledge about entities defined at the application level
and thus they cannot distinguish between different tenants. Furthermore, it is hard to
predict how tenant requests propagate through the multiple layers of the execution envi-
ronment down to the physical resource layer. The intended abstraction of the application
from the resource controlling layers does not allow one to solely solve this problem in
the application [39]. A method proposed in [39] combines resource demand estimation
techniques with a request-based admission control to address this problem. Some meth-
ods try to place tenants onto a defined set of nodes in a way such that their workload
profiles do not interfere with others to avoid mutual performance influences. However,
this is only possible if the workload profiles for the tenants are predictable [32]. Control
feedback loops have been developed to ensure isolation with a priority-based scheduling
mechanism to dynamically adjust the priorities of a tenant [32].

5.2.2. Resource Isolation

When tenants compete inside a process, traditional and well-studied resource man-
agement techniques in the operating system and hypervisor are unsuitable for protecting
tenants from each other. In such cases, aggressive tenants can overload the process and
gain an unfair share of resources. In the extreme, this lack of isolation can lead to a
denial-of-service to well-behaved tenants and even system wide outages. It is crucial to
provide resource isolation to ensure that a single tenant cannot get more than its fair
share of resources, to prevent aggressive tenants or unpredictable workloads from caus-
ing starvation, high latencies, or reduced throughput for others. However, it is difficult
to provide isolation in these systems because multiple tenants execute within the same
process [74]. P28 presents Two-Dimensional Fair Queueing (2DFQ), which spreads re-
quests of different costs across different threads and minimises the impact of tenants with
unpredictable requests. A request scheduling algorithm is proposed in P28 to produce
fair and smooth schedules in systems that can process multiple requests concurrently.

5.2.3. Database Management

Most cloud scheduling algorithms and database solutions address their problems in-
dependently, but most cloud components and functionalities are interconnected. Specif-
ically, a task scheduling algorithm needs to consider database partitioning to provide an
efficient solution for performance and scalability [29]. More specifically, a task assigned
to a processor should host the appropriate data partitions, otherwise data updates and
migration among caches and processors can be very expensive. The most scalable multi-
tenancy architecture requires a SaaS scheduler that can dispatch tasks to multiple copies
of the same software in a datacentre. As the same version of the software is used, user
customisation must be stored in databases, and thus an integrated solution must address
both scheduling and database partitioning [29]. Considering database partitioning and
consistency, tenant data should focus on tenant placement, which should be partitioned
well in the back-end database to support real-time high performance computing [29].
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5.2.4. QoS Performance

QoS on the multi-tenant SaaS potentially includes response time, throughput and
least resource cost. Response time especially has attracted more attention, such as work
in [72] which focused on clusters delivering acceptable response times, and work in [41]
which concentrated on the mean response times of applications. SLAs are used to con-
figure service resources according to different service requirements [31]. Indeed, defining
performance objectives and above all, guaranteeing them is very challenging. Database
queries have different levels of complexity, so defining a unique performance objective
for all queries is not realistic [40]. Different tenants may have very different SLA re-
quirements that need to be met by the same shared cloud application. For example, an
SLA-based scheduling algorithm [31] guarantees the service quality of tenants and im-
proves the system performance using request load as the measure of resource utilisation.
P43 defines a negotiation framework such that the tenant and the provider could define
this threshold together in a rather fair way. The aim is to find a performance objective
that is satisfactory or at least acceptable by the tenant and reachable (i.e. technically
achievable and financially profitable) for the provider. In the SLA, P43 also fixes the
pricing policy, which is used to adjust the price according to the real performance and
the parameter values.

SLA defines the parameter objective, calculation method, parameter threshold and
violated action. An SLA template should contain parties of the agreement, the cor-
relative information and service level objectives (SLO). SLO is the main body of SLA
specifications which includes objective validity period, SLA parameters, metrics related
to SLA parameters and so on [31]. Services that are elastically provisioned in the cloud
are able to use platform resources on demand. Instances can be spawned to meet the
SLO during periods of increasing workload and removed when workload drops. Enabling
elastic provisioning saves the cost of hosting services in the cloud, since cloud users only
pay for the resources that are used to serve their workload [37]. P45 identifies and
controls the different sources of unpredictability and builds Hubbub-Scale - an elasticity
controller that is reliable in the presence of performance interference and achieves high
resource utilisation without violating the SLO.

DBaaS providers want to support high performance to each tenant, but without
introducing a heavy trade-off between cost and performance. A DBaaS provision and
scheduling framework proposed in [55] is one of the solutions, which optimises operating
costs while adhering to desired performance based SLOs.

5.2.5. Multi-tenancy GPU Scheduling

A GPU is treated as a device chosen by the applications. There are some key chal-
lenges of GPU scheduling:

1. Static collisions: Applications running on a multi-GPU node may compete for the
same GPU, thus not able to leverage the availability of multiple on-node GPU accel-
erators. This will lead to the serialisation of GPU requests that otherwise could have
been served in parallel [61].

2. Character collision: Applications are unaware of each other’s GPU usage and their
relative GPU intensities, and thus they cannot assess the performance implications of
sharing a single GPU [61].
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3. Static and character collisions become even more important when nodes have hetero-
geneous GPUs, each with different capabilities in terms of their compute and memory
levels of GPU utilisation. This is particularly for web application-driven capacities,
and memory bandwidths [25].

4. Single applications have difficulties achieving high utilisation by end user requests.
[25].

In current multi-tenancy GPU scheduling challenge is static GPU provisioning, where
applications explicitly and programmatically select their desirable GPU devices to run.
GPU scheduling problem can be decomposed into load balancing and per-device schedul-
ing [61]. Device-level scheduling efficiently uses all of a GPU’s hardware resources, in-
cluding its computational and data movement engines. Load balancing goes beyond
obtaining high throughput, to ensure fairness through prioritising GPU requests that
have attained least service.

5.2.6. Load Balancing

Most of the current QoS-aware load balancing policies are not suitable in a multi-
tenancy environment since they are not aware about the mutual intervention among
applications within the server. Thus, some applications’ response time would exceed
their threshold due to the lower throughput on the server [41]. Tenant-based load bal-
ancing considers isolation parallelism in web applications, requests from users are totally
independent of each other [36].

Load balancing is a key service in the cloud and refers to the routing of packets from
a source to a chosen destination [50]. Auto scaling helps in scaling a system horizontally
in presence of a load spike by adding more instances of the application that can serve
incoming requests. When load reduces or goes back to its normal state, some of the
running instances of the application can then be stopped to ensure that the cloud tenant
does not incur extra costs for running idle instances (since most public clouds charge
by the time an instance runs). Auto scaling is best implemented as part of the load
balancer service itself [50]. For example, P32 presents HAvEN - a system for holistic
load balancing and auto scaling in a multi-tenant cloud environment that is naturally
distributed and hence scalable.

• Outstanding Limitations and Challenges

Each of the different isolation strategies require further work to improve them for
multi-tenancy cloud applications. Some scheduling mechanisms have been introduced
with concerns to their isolation capabilities, and all these can provide a certain degree of
isolation, but these have low efficiency, especially when system becomes overcommitted
due to constant priorities for each tenant. More efficient performance isolation is
needed in many domains. There is also a strong need for finer-grained resource
isolation.

Different tenants may have have vastly differing SLA requirements in terms of Quality
of Service needs. Further work is needed to address the balancing of different
tenant SLAs in a multi-tenancy cloud platform. A further important problem is how
DaaS providers can better balance multi-tenancy with performance-based
SLOs and how they deploy resources to tenants [55].
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Future work should address memory issues with multi-tenancy GPU clouds,
and in addition, explore the use of runtime binary translation (of GPU kernels)
to further broaden the potential targets a load balancer can choose for running GPU
requests (e.g., by running requests on otherwise idle CPUs) [35].

From the datacentre layer, to achieve better load balancing among data par-
titions to optimise the overall database performance, a more effective algorithm is
highly desirable. This should migrate, distribute and duplicate tenants among parti-
tions through monitoring the load [29].

Further work is needed to support better auto-scaling in multi-tenancy cloud envi-
ronments. Such auto-scaling algorithms need to fully support multi-tenancy and
consider the utilisation levels of different resources in the cloud as part of their
load balancing and auto scaling algorithms.

5.3. RQ3: Task Management Related to Scheduling on Different Domains

Table 6: Distribution of research domains
Research aspects Publications
Data placement
(Total: 6)

P7, P8, P9, P10, P42, P43

Data management
(Total: 20)

P5, P18, P19, P23, P24, P25, P32, P33, P34, P35,
P36, P37, P38, P39, P40, P41, P49, P50, P51, P52

Resource provision
(Total: 10)

P6, P9, P11, P12, P15, P16, P17, P26, P44, P45

Scheduling
(Total: 17)

P1, P2, P3, P4, P13, P14, P21, P22, P27, P28, P29,
P30, P31, P46, P47, P48, P53

Process modelling
(Total: 1)

P20

Table 6 describes the distribution of different research domains of included papers.
In Table 6, we clearly see that related data management methods and resource provision
approaches can also help optimise multi-tenancy scheduling (occupying 55.56% in all
the research objectives). Paper P9 presents a resource allocation strategy and a data
placement algorithm simultaneously. P9 uses an estimation method in Service Demand
Law (SDL) to predict the resources demands with the aim of realising dynamic resource
allocation and also uses a admission control mechanism to dynamically compute tenants’
priority with the aim of flexibly placing tenants on cloud nodes. For example, P33
proposes a workload-aware resource reservation framework, named Argus, which targets
multiple resource reservations and aims to prevent performance interference, in terms of
fair throughput violation, in NoSQL stores [45]. Specifically, Argus focuses on cache and
disk reservations. It enforces the cache reservation by splitting the cache space among
tenants. It approximates the disk usage by throughput of the underlying file system and
uses a request scheduler to enforce throughput reservation.

5.3.1. Data Management

From the data management perspective, framework design is an effective way to
achieve efficient scheduling. When designing, service providers need to design and imple-
ment a specific class, and create an object of the class, which serves the requirements of
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multiple users efficiently. A workflow system builds, executes, manages, and evolves its
own process-oriented business applications, which is a reflection of data management [60].
Combining a workflow system with a SaaS mechanism provides a flexible and affordable
environment for modem enterprise composite application development. The compensa-
tion process is a series of operation nodes to roll back the faulting transaction, which
is suitable to handle special demand of compensation. Customisation of compensation
process is an important concern when building a multi-tenancy scheduling framework.

Cloud hosted NoSQL data stores is for economic reasons often shared amongst mul-
tiple tenants simultaneously. The NoSQL provider consolidates multiple tenants’ access
into a shared NoSQL instance and provides a dedicated view for each tenant. This
multi-tenancy has tenants’ data and workloads coexisting in the same node, which under
certain conditions can lead to performance degradation of one tenant caused by another.
To better schedule applications among tenants, ones may investigate the multi-tenant in-
terference in a common NoSQL store and enforce cache reservation by splitting the cache
space and disk reservation by scheduling requests to a distributed file system (DFS) [45].

5.3.2. Scheduling

The scheduling strategies used in multi-tenancy cloud then become important, as
they directly influence the runtime performance of software applications. Servers with
multiple deployed applications need a proper request scheduling policy to guarantee their
QoS. It is essential to design algorithms on SaaS, aiming to dynamically estimate the
needed resources of each tenant while weighing SLAs and determining how the schedul-
ing algorithms on IaaS focus more on resource usage and distribution on different VM
instances. In addition, QoS-aware scheduling algorithms should be concerned with the
mutual interactions among applications deployed on the same server and load balanc-
ing [41]. Scheduling approaches focusing on multi-tenant, instance-intensive workflows
should consider three other aspects: (1) the quality of service experience (QoSE) of ten-
ants in different SLAs, (2) the average execution time of multiple workflow instances,
and (3) the execution cost saving for service providers [83].

5.3.3. Resource Provisioning

Resource provisioning means the selection, deployment, and run-time management of
software (e.g., database management servers, and load balancers) and hardware resources
(e.g., CPU, storage, and network) for ensuring guaranteed performance for applications
[84]. Before resource provisioning can be completed, one needs to calculate the resource
requirements (such as CPU, memory and storage) for the multi-tenancy in a shared
application instance. This must satisfy some constraints (such as response time, avail-
ability, business transaction rate, and database request rate while minimising the cost)
without violating SLA requirements. This is a very complex task to both perform and
to engineer software applications to support [82]. Moreover, cost-effective scalability is
not achieved if idle processors and other resources are unused but are charged to applica-
tion providers. Over and under provisioning of cloud resources are still major problems.
Current cloud virtualisation mechanisms do not provide cost-effective pay-per-use model
for SaaS applications and just-in-time scalability is not achieved by simply deploying
SaaS applications to cloud platforms. Due to elasticity, it is necessary to calculate the
number of VMs needed when the SaaS platform is running and its tenants are consuming
virtualised resources [36].
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5.3.4. Data Placement and Process Modelling

In SaaS applications on in-memory databases, there is the challenge of the trade-off
between low operational cost for the provider and performance as perceived by tenants:
only so much consolidation can occur without significant impact on responsiveness. To
manage this trade-off, the service provider must address two issues: resource modeling
and data placement. Estimation of shared resource consumption in the presence of
multi-tenancy on a single server is important, which can be solved by characterising the
dominating resources (CPU, RAM, disk I/O) and quantifying how much each tenant
utilises them [38]. Finally, it is important to model users’ requirements with a set of
services. Services should be modeled in a customisable way so that each tenant can
customise the services according to their specific requirements [85].

• Outstanding Limitations and Challenges

From the data management perspective, quantifying the impact of writes on
reads and modelling the I/O behaviour through offline sampling needs further
research. Resource reservation also should consider the memory usage for writes. In-
creasing the size of the write buffer will boost the write performance but harms read
performance as the size of cache block decreases. It is beneficial to set the sizes of cache
and write buffer according to different workload characteristics [45].

From resource management perspective, the lack of end-to-end visibility and com-
plex request execution structures make it challenging to regulate two key metrics in an
SOA across multiple tenants: the end-to-end throughput (and thereby, the load at every
process) and the end-to-end latency. To regulate system load, the resource manage-
ment system must correctly attribute overload to a specific subset of tenants, and
limit of the entire chain of API invocations for only those tenants, with minimal impact
on others. Approaches to end-to-end latency goals requires further work, including
making better local request scheduling decisions despite limited visibility into the full
request execution graph [53].

5.4. RQ4: Scheduling Approaches on Multi-tenancy Clouds

Table 7: Distribution of method types

Research
aspects

Publications

Algorithm
(Total: 22)

P1, P2, P3, P7, P8, P9, P10, P14, P16, P27, P28, P30, P35,
P41, P42, P47, P48, P49, P50, P51, P52, P53

Framework
(Total: 22)

P1, P2, P3, P5, P7, P8, P14, P15, P16, P17, P23, P24, P25,
P31, P33, P34, P36, P38, P40, P43, P44, P46

Mechanism
(Total: 4)

P4, P9, P18, P20

Model
(Total: 3)

P6, P11, P14

Others
(Total: 11)

System: P22, P26, P32, P37; Scheduler: P12, P19, P21;
Platform: P13, P29; Orchestrator: P39; Controller: P45

23



As shown in Table 7, to achieve multi-tenancy scheduling, optimising the design of
algorithms and frameworks (70.97% of reported approaches) is one of the most commonly
used methods for the development of efficient multi-tenancy scheduling. Moreover, to
support the proposed multi-tenancy frameworks, researchers have also proposed some
algorithms to meet a framework’s functional requirements (Such as P1, P2 and P3).
For instance, a framework proposed in P14 periodically re-allocates resource to tenants,
aiming to maximise the resource utilisation while tolerating a low risk of SLA violations,
especially for highly dynamic workload, and in this framework, a dynamic resource alloca-
tion algorithm for DBaaS is proposed if there is a higher variance intensity. Additionally,
an extensible dynamic provisioning framework presented in P16 began with a Tenancy
Requirements Model (TRM). The model in P16 is based on the mapping of functional
and non-functional tenancy requirements with appropriate resources, their parameters,
and health monitoring policy allows dynamic re-provisioning for existing tenants based
on either changing tenancy requirements or health grading predictions.

There are many ways to achieve multi-tenancy scheduling, such as virtualisation,
prediction, interference, theoretical scheduling and boxing technologies. For instance,
virtualisation is a technique that facilitates the sharing of resources in datacentres, which
transforms a huge collection of bare-metal hardware into cloud infrastructure with high
flexibility, predictable performance, reliability, controllability and security. Among the
recent advances of network virtualisation, P38 uses the software-defined networking
(SDN) and its underlying Distributed Virtual Switch (DVS). SDN is a revolutionary
innovation in computer networks in the sense that network control is decoupled from
the data forwarding function and is directly programmable. The OpenFlow protocol is a
fundamental element for building SDN solutions. It is an industry-standard SDN com-
munications protocol, allowing operators to address complex network behaviour, while
optimising performance and allowing operators to leverage a richer set of capabilities.
The proposed framework in P38 takes advantage of the application of DVS, and leverages
the adoption of OpenFlow protocols to accommodate heterogeneous network communi-
cation patterns by supporting arbitrary traffic matrices among VMs in virtual private
clouds (VPCs). The framework generates multi-tenancy oriented private clouds, offering
great flexibility to cloud users. The framework achieves global load balancing on the
underlying physical network, thus delivering predictable performance. Moreover, it is
adaptive to a dynamic network environment. For example, P27 converts realistic task
resource utilisation patterns into resource boxing to directly explore theoretical and ap-
plied scheduling in cloud computing. P27 designs resource boxing to convert real task
patterns to theoretical scheduling inputs. Theoretical scheduling studies optimal alloca-
tion of boxes to machines in adherence to an objective function. In terms of computing,
boxes and machines are represented as tasks that execute within machines.

Most frameworks are employed at the SaaS level. Since duplication if the application
may result in significant resource waste, some proposed frameworks focus on the applica-
tion level. Designing a framework should consider three factors: computing , QoS and
storage resource . Under the constraint of a certain number of database servers, how
to place an incoming tenant in a distributed computing environment in order to balance
the servers [7]. A potential solution is consumption of computing resources in database
servers regarding several aspects: maintaining database middleware, tenant access data
via applications, cross-tenant (selected or inserted request access multiple tenant data
isolation) access [7]. To better enable providers to model services with QoS and non-
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Figure 6: Achievement of multi-tenancy

functional properties [34]. A potential solution is to use algorithms to compute efficient
tenant distributions that take requirements of tenants into account [34].

• Outstanding issues and challenges

Multi-tenancy for cloud applications can help service providers lower costs through
economical scalability, improve resource utilisation and reduce service customisation
time, through sharing hardware resources by multiple users [86]. To achieve multi-
tenancy, we can focus on many different components, such as application code, operating
system, data storage software and computing resources (referring to Table 4).

Figure 6 describes what components can be shared. Even in data storage (referring
to single multi-tenancy database mode), there are many different shared options, such as
separate database, shared database and separate schemas, shared database and shared
schema, etc. Complete multi-tenancy can efficiently realise specific tenant behaviour
and each tenant or each group of tenants adopt their own service to achieve their own
specific behaviour. Each tenant is served by its own instance and it may result in load
unbalance on an application service [1, 41]. However, this kind of multi-tenancy can
provide better resource provision through the construction of multi-tenancy frameworks
which focus on dynamic resource allocation (best-fit resources for different tenancy re-
quirements) [57] and by optimising tenants’ distributions and provisioning strategies [34].
Due to the previously discussed aspects of complete multi-tenancy, the flexibility of this
type of multi-tenancy is subsequently less than other tenancy models. In comparison, in
single multi-tenancy application instance modes, a single instance service can be adopted
to deploy once and have the same behaviour for all the tenants. It does not need spe-
cial consideration regarding multi-tenancy. In addition, application deployment is much
easier for service providers, as only one service instance of the application needs to be
deployed [2]. When updating the application, the service will only be updated once
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for all the tenants. Since all the tenants share all the data and tenants cannot specify
their requirements, the scheduling effort and system performance are not good enough,
therefore making scaling have fewer infrastructure implications.

According to our analysis results, multi-tenancy scheduling frameworks usually use
virtualisation technology, but often do not support the features of the full virtualisation
stack [63]. Thus, in the future, researchers should focus more heavily on full virtu-
alisation technology. From the perspective of resource boxing technology, boxes are
unable to capture the dynamicity of resource utilisation patterns inherited within cloud
computing. Failure to capture this behaviour results in reduced applicability due to the
disconnect between the evaluation of theoretical scheduling derived from real world oper-
ations. In other words, there is a requirement to find an accurate representation of
execution patterns that are composed of boxes. Such a technique would allow for
a direct application of the theoretical scheduling algorithms to real-life execution patterns
[73]. Further work about resource boxing should consider more extreme workflow
patterns to evaluate the accuracy of resource boxing. Currently, only few works focus
on the platform design so far. Future scholars should seek to investigate the scalability
of a resource provisioning platform. These novel platforms will be applied on a
large-scale datacentre infrastructure to serve large number of tenants and applications
with diverse resource requirements.

5.5. Key future directions

Other authors use very different approaches to achieve multi-tenancy scheduling,
such as resource allocation (P28) and tenant placement (P1). Although concerned with
performance, some works present solutions covering important related areas, for example,
data management (P25), database scheme design (P34) and resource reservation (P33),
which reflects indirectly on scheduling performance in multi-tenancy cloud environments.
Thus, scheduling in multi-tenancy clouds can also be addressed by some of these studies.
Ultimately, some approaches develop mechanisms for design of models in web service
business activity (P18 and P20), and some develop systems based on business process
management systems (P37), or abstraction of GPU computation (P22).

For improved support for scheduling in multi-tenancy clouds, the following major
research challenges still need to be solved:

• Due to the variety of tenants’ resource demands and the difficulty in predicting
the resource demand of tenant’s workload/application, there is a need for a
resource management technique that can easily make the right decisions re-
garding dynamic scaling of resources and workloads/applications.

• Currently it is difficult to achieve performance isolation for multi-tenancy on dif-
ferent service layers. To resolve this problem, there is a need for isolation of
resources and better abstraction of applications. It is crucial to provide
resource isolation to ensure tenants to fair share resources. To isolate resources, we
need to better determine which part of the resources are to be isolated depending
on tenants’ requirements, such as database, performance and resource isolation.

• There is a need to develop scheduling approaches that optimise both QoS
targets: tenant-centric (deadline and throughput) and resource-centric (reliability,
availability, and utilisation).
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Figure 7: Research road map for multi-tenancy scheduling

• There is a need to develop GPU scheduling for multi-tenants. The dif-
ficulty of GPU scheduling involves static collisions and character collision. GPU
scheduling problem can be decomposed into load balancing and per-device schedul-
ing.

• In centralised distributed systems, it is very difficult to manage the large number
of tenant requests in multiple service queues, which further leads to performance
degradation. New multi-tenancy scheduling approaches need to be more
decentralised.

Figure 7 shows a proposed future research map for work in multi-tenancy scheduling.
In this figure, we can see that if we would like to improve multi-tenancy scheduling
performance, which service model can be improved, what aspects can be focused on, and
what technologies can be used. For instance, On SaaS, we can enforce data management
to improve scheduling performance. Inside, we can manage docker containers and exploit
micro-service architecture.
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6. Threats to Validity

The results of this SLR might have been affected by some limitations such as bias in
the selection of primary studies, inaccuracy in performing data extraction, and assessing
quality of the studies.

The primary threat of this review is potential publication selection bias. We ad-
dressed the issue of bias in study selection through comprehensive searching from search
databases commonly used in existing SLRs (e.g. [87]). The procedure that we adopted
in this study follows the guidelines of Kitchenham et al. [10], which helps to minimise
the possibility of missing evidence. The searching phase of this work also faced some
limitations due to the limited availability of suitable search options in the search engine
and online databases. For example, the IEEE Xplore does not support a lengthy search
string. In the case of IEEE Xplore, it is clearly mentioned that the maximum number
of search terms is 15. Hence, to overcome this issue, we created several sub-strings,
which were executed separately and the results from each execution was recorded and
then accumulated [87]. Our search was organised as a multi-step process including man-
ual and automatic searches. To ensure the selection was unbiased, we defined a review
protocol. During the search strategy, we accessed relevant papers based on the appropri-
ateness of the search strings. If the title, abstract and keywords were not very clear and
straightforward, we chose to underestimate the importance of these research papers and
subsequently excluded them from the review. Moreover, the keywords used to retrieve
literature may be extended to the fields of distributed or large-scale database, distributed
data, machine learning and grid computing that have light correlation with big data and
cloud computing. Due to time restrictions, we only considered some commonly used
databases: IEEE Xplore, ACM Library, ScienceDirect and SpringerLink. Although this
may result in bias and present a threat to validity, the primary conferences and journals
of this domain have been searched to reduce such limitations. We also did not take into
account of surveys, technical reports, theses and non-published papers.

The secondary potential threat is inaccuracy in our data extraction. We used a data
extraction schema mentioned in Section 3.5 and a quality assessment described in Section
3.4. The evaluation of quality level of primary studies was considerably subjective.
For instance, some studies did not explicitly define the variables or measures used in
their research design. To reduce the likelihood of erroneous results, different researchers
conducted separate extractions and evaluate the quality assessment independently, as
well as clearly report the observations and evidences of each included paper related to
the review questions.

7. Conclusion

Multi-tenancy is a new software architectural pattern with a single instance of ap-
plications (or customising the data and configuration) running on service provider’s in-
frastructure. In this study, we have systematically reviewed research studies related
to multi-tenancy scheduling on cloud platforms, which attempts to investigate applied
methods and key research trends to solve multi-tenancy scheduling issues in an emerging
area of software engineering in cloud environment.

The results have demonstrated that most of multi-tenancy scheduling solutions (43.40%)
without delivery layers limitation, which can work at any layer. It introduces a new de-
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livery model - HPCaaS. With the difference of tenants’ requirements and functionalities,
the choice of cloud platforms are changed from SaaS to DBaaS. IaaS more focuses on
virtual machines placement on servers to realise resource provision. Based on our study,
designing a multi-tenancy scheduling framework should consider the following three fac-
tors: computing, QoS and storage resource. Yet multi-tenancy scheduling algorithms are
most used to dynamically estimate needed resource, and compute tenants’ priority or
other QoS. To combine with scheduling algorithms and database solution, scheduler on
SaaS is a better choice. Some related task management issues can achieve multi-tenancy
scheduling, such as data management, data placement, and some other approaches focus
on data operation, such as building database or data partition.

Additionally, multi-tenancy scheduling approaches mostly consider load balancing
problem and QoS parameters, such as response time through negotiating SLA violations
and system performance. Nowadays, GPU are treated as explicitly selected devices in
high performance applications. GPU scheduling can be decomposed into load balancing
and per-device scheduling and further direction of GPU scheduling is static GPU provi-
sioning. We have provided a comprehensive overview of different scheduling approaches
dedicated multi-tenant based cloud platform, which is important for future development
of multi-tenant based applications for cloud computing.

In our own future work, we will evaluate the performance of several multi-tenancy
scheduling algorithms and make comparisons of these algorithms using empirical methods
to evaluate these scheduling methods.
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