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Abstract
With the popularising of generative AI, the existence of AI-based
programming assistants for developers is no surprise. Developers
increasingly use them for their work, including generating code to
fulfil the data protection requirements (privacy) of the apps they
build. We wanted to know if the reality is the same as expectations
of AI-based programming assistants when trying to fulfil software
privacy requirements, and the challenges developers face when
using AI-based programming assistants and how these can be im-
proved. To this end, we conducted a survey with 51 professional
developers worldwide. We found that AI-based programming assis-
tants need to be improved in order for developers to better trust
them with generating code that ensures privacy. In this paper, we
provide some recommendations including model and system-level
improvements and some key further research directions to improve
AI-based programming assistants for developing secure code.

CCS Concepts
• Software and its engineering → Software notations and
tools; Automatic programming.
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1 Introduction
Given the capacity of generating human-like text using the large
corpus of data the large language models (LLMs) were trained on,
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the popularity of using LLMs in applications of different domains is
rising exponentially. Codex –OpenAI’s LLMmodel used to generate
code in GitHub’s Copilot – claims that it is “proficient in more than
a dozen programming languages, Codex can now interpret simple
commands in natural language and execute them on the user’s
behalf—making it possible to build a natural language interface to
existing applications”1. Similar to Copilot, other LLM-driven code
generators (AI-based programming assistants) such as Amazon
Q Developer (Amazon Code Whisperer), Tabnine, Kite etc., are
widely available for the developer community to use. These AI-
based programming assistants claim that they enhance productivity,
which is key in software development2 and some research has
found the same results [12, 21]. However, AI-based programming
assistants struggle with complex tasks [29], the accuracy of the
code of these AI-based programming assistants depends on the
programming language and the task [15, 17, 31], with longer details
resulting in poor results [4], and developers may spend more time
reviewing the code that AI-based programming assistants produced
[3]. The developers also face challenges with understanding, editing,
and debugging the code generated by the tools [14, 30], resulting
in inefficiency [16].

GDPR defines data protection (“privacy" as used in this paper),
as “keeping data safe from unauthorised access” [9]. Privacy engi-
neering encourages embedding privacy into systems. For example,
designing clear privacy controls (on the user-facing side), determin-
ing the best methods for anonymisation, and inspecting code before
deployment to assess privacy risks. Proactive measures of privacy
engineering include data minimisation and retention [25]. For a
business to leverage the data it has while ensuring the privacy of
its users’ personal data, privacy-enhancing technologies (PETs) can
be used. PETs are important due to the necessity of following data
protection laws such as GDPR and CCPA, requirements of testing
data by third parties, and protecting the business from tarnishing
its reputation from privacy breaches. However, developers struggle
with embedding privacy into software systems [1, 7, 18]. They find
it difficult to relate privacy requirements to privacy techniques, they
see privacy in contradiction with system requirements, developers
personal and peers’ opinions affect how they design, and they lack
privacy knowledge [24]. When developers are asked to consider
privacy in application designs, developers intuitively focus on tech-
nical aspects, but not user privacy expectations. Developers are
also observed to have a reduced level of privacy expectations com-
pared to users [26]. This leads to several critical issues. For example,

1https://openai.com/index/openai-codex/
2https://aws.amazon.com/q/developer/, https://github.com/features/copilot
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permission-related issues frequently happen in Android apps [23].
Having tools such as AI-based programming assistants comes in
handy for developers in all the above-mentioned cases. Therefore,
the developers may want to use AI-based programming assistants
to generate code to meet their software’s privacy requirements.

Nevertheless, the widespread uptake of AI-based programming
assistants to implement systems – including data privacy-related
code – raises the potential of their use for more secure code con-
struction but, on the other hand, also introduces unexpected and
unintended code vulnerabilities [10]. To better understand the
practical experience of using AI-based programming assistants
for privacy-related code generation, we carried out a survey3 of
51 software developers worldwide. We asked the developers about
their experience with AI-based programming assistants for privacy-
related code generation. Our research yielded knowledge and in-
sights on AI-based programming assistants, including the difference
between the expectation and reality of AI-based programming vis-
à-vis meeting privacy-related requirements in AI-generated code
and the critical need for improvements in the AI-based program-
ming assistants for developers to trust them with generating code
for ensuring privacy.

2 Research Questions
We wanted to answer the following research questions in this work:
RQ1 Is the reality the same as the expectation of AI-based

programming assistants when it comes to ensuring
privacy requirements are met in the code? Privacy is a
crucial non-functional requirement in software development.
We deep-dived into this aspect on the subject of the code
generated by AI-based programming assistants. As the first
step, we evaluated if the reality is similar or different to
developers’ expectations (Section 4.2).

RQ2 What are the challenges with generating AI-based
programming assistants to ensure meeting privacy re-
quirements? We wanted to explore the challenges concern-
ing privacy-ensuring code as identifying the challenges is
essential for improving the AI-based programming assistants
(Section 4.3).

RQ3 HowcanAI-based programming assistants be improved?
Developers are the users of AI-based programming assis-
tants. It is critical to get their feedback on improvements to
these programming assistants based on their experiences.
We used this question to investigate potential improvements
in AI-based programming assistants (Section 4.4).

3 Our Approach – The Developer Survey
Survey Questionnaire Development. To answer the research
questions, we conducted a developer survey. We designed our sur-
vey with both open-ended and closed-ended questions with a map-
ping against our research questions. For example, to answer RQ1,
we used both open-ended and closed-ended questions. For the com-
plete survey questionnaire (this includes questions beyond the
scope of this paper), please check our online replication package4
The questions used to collect data on company size, developers’
3approved by the institute. Anonymised for review
4anonymised for review

roles, and employment status reported in this paper were adapted
from the Stack Overflow developer survey5. After we developed
the questionnaire, we piloted it with the help of two postdoctoral
researchers who worked in the software industry in the past at the
[anonymised for review]They gave feedback on completion time,
and the flow of the questions. Upon their feedback, we moved the
demographic questions to the end of the questionnaire, which were
at the beginning earlier.

Data Collection and Analysis. After finalising the question-
naire, we hosted the survey on Qualtrics and recruited developers
who work in the IT industry via the recruitment platform Prolific.
We spent 6 Sterling Pounds on each participant. The participant
spent around 15-20 minutes to fill out the questionnaire. We re-
cruited 51 participants and we were able to generate rich insights
from the data we collected. The details of the participants are given
in the next section. To analyse the data we collected through open-
ended (qualitative) and closed-ended (quantitative) questions, we
used open coding and constant comparison [27] – interpreting the
data using small chunks of words (codes) and categorising them by
comparison, and with descriptive statistics.

4 Findings
4.1 Survey Participants
4.1.1 Demographics of the Participants. The majority of the de-
velopers who participated in our study were men (76.47%; n=39)
and the participants resided around the world. Most participants
were from companies with 101–500 employees (17.65%; n=9). The
majority were from the IT industry (78.43%; n=40). Most of our
participants were full-time employees (88.84%; n=45) and the ma-
jority worked hybrid – some remote and some in-person (52.94%;
n=27). The participants had a median of 9 years of experience in
the software industry, 7 years of professional coding experience,
and 6 years of agile experience.

4.1.2 Who Used AI-based Programming Assistants the Most and
Who Used Them the Least. While our participants played multiple
roles in their jobs, the majority were full-stack developers (37.25%;
n=19). The majority of the developers used AI-based programming
assistants 1–2 times a day (54.90%; n=28). From that, most were full-
stack developers (21.57%; n=11). Out of the participants who never
usedAI-based programming assistants (19.61%; n=10) were the back-
end developers (7.84%; n=4). ChatGPTwas the most commonly used
(61.54%; n=32) AI-based programming assistant by our developers.

4.2 RQ1 – Expectation vs Reality of AI-based
Programming Assistants for Privacy-related
Code Generation

When first using an AI-based programming assistant (tool), the ma-
jority of the developers (64.71%; n=33) expected that the tool will
generate code ensuring that key data privacy requirements are met
(Fig. 1). However, as they moved forward with using the tool, reality
became somewhat different from what they had expected. The ma-
jority (39.22%; n=20) found that AI-based programming assistants
sometimes generate code ensuring privacy requirements without

5https://survey.stackoverflow.co/2022



How Are We Doing With Using AI-Based Programming Assistants For Privacy-Related Code Generation? The Developers’ ExperienceEASE 2025, 17–20 June, 2025, Istanbul, Turkey

requesting it to meet the requirement (Fig. 2). However, they had
to always (52.94%; n=27) put extra effort into double-checking the
generated code to see if privacy requirements were met (Fig. 3).
Therefore, unsurprisingly, a large number of the developers (43.14%;
n=22) never used AI-based programming assistants to generate code
for privacy requirements (Fig. 5), and many of them (41.18%, n=21)
wrote code manuallymost of the time to meet privacy requirements
(Fig. 4), even though they used AI-based programming assistants
during software development.

4.3 RQ2 – Key Challenges in Generating Code
Ensuring Privacy using AI-based
Programming Assistants

We dug deeper into insights that our surveyed developers shared
Key issues reported included not generating privacy-preserving
code, poor output quality, distrust and use of alternative approaches
to ensure data privacy, and extra effort needed.

Figure 1: Developers expected that the AI-based programming
assistant will ensure meeting the privacy requirements.

Figure 2: Developers found that AI-based programming assis-
tants sometimes generate codemeeting privacy requirements.

Figure 3: Developers always put extra effort to double-check
the code generated by the AI tool to ensure the privacy re-
quirements were met.

4.3.1 Unfulfilled task - not generating privacy-preserving code (19.61%;
n=10). Our developers mentioned that current AI-based program-
ming assistants lack deep comprehension of and code generation
meeting diverse privacy regulations. They said that AI-based pro-
gramming assistants may not be able to keep up with changing
privacy policies, they may not fully understand privacy rules or
specific needs. Hence, the AI-based programming assistants may
struggle to implement customised privacy controls: “When I use
AI-code generators to ensure privacy in the software I create, I face
some challenges. One challenge is that these tools may not fully un-
derstand privacy rules or the specific needs of the software. Privacy
requirements can be complex, and the tools may struggle to implement
customized privacy controls” – P39 (Developer, full-stack, 6 years exp.)

4.3.2 Poor output quality (9.80%; n=5). Many developers experi-
enced generation of buggy code, code which had discrepancies,
and ended up with code that did not work properly. They also said
that they found that the coding style is different from humans: “I
have encountered some challenges thus far - incorporating nuances of
different privacy regulations across jurisdictions (different states and
territories across Australia) can lead to discrepancies in the generated
code” – P28 (Developer, back-end, desktop or enterprise applications,
20 years exp.)

4.3.3 Lack of trustworthiness - Distrust and use of alternatives to
ensure privacy (64.71%; n=33). Most of our surveyed developers said
they do not trust AI-based programming assistants with sensitive
data, and it is crucial to use them for this task very cautiously.
They said that AI is not self-sufficient for privacy requirements,
therefore, human intervention is necessary. Therefore, apart from
writing manual code they also use other means such as generating

Figure 4: Most of the time, the majority of the developers
wrote code manually to ensure privacy requirements were
met.

Figure 5: Majority of the developers never used AI-based
programming assistants to generate code to meet privacy
requirements.
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code using example data and then amending it or relying on more
reliable sources or colleagues: “At the moment I still don’t blindly
trust using these systems to write sensitive parts of the software, I
prefer to rely on more reliable sources or the experience of colleagues
who know better than me how to manage confidential information in
the software we produce” – P19 (Developer, front-end, 4 years exp.)

4.3.4 Extra effort required (35.29%; n=18). Many developers said
they had to double-check privacy-related code more carefully than
other generated code and that the amount of time they had to spend
on quality assurance tasks was increased. “Needing to double check
to make sure privacy needs are meet. In doing so, sometimes it
takes up valuable time which can be used for other productivity” –
P39 (Developer, full-stack, 6 years exp.)

However, many of these developers did believe that it was their
responsibility to ensure that privacy requirements are met. There-
fore, it is necessary to thoroughly review the code and perform
necessities such as impact assessments: “...developers still bear the
responsibility for ensuring privacy requirements are met. It is essential
to review and test the generated code thoroughly, conduct privacy
impact assessments, and have appropriate mechanisms in place to
address any privacy concerns or issues that may arise” – P1 (Developer,
full-stack, 3 years exp.)
Summary: Current AI tools are only partially useful for generat-
ing code ensuring data privacy. The task characteristics and the
technology characteristics misalign, hence in actual use many de-
velopers tend not to trust AI-based programming assistants for
ensuring data privacy. The ones who do use it put extra effort into
double-checking the code, which impacts their performance. Oth-
ers use alternative methods to avoid using AI-based programming
assistants.

4.4 RQ3 – Suggestions for Improvements to
AI-based Programming Assistants for
Privacy-related Code Generation

Our developers shared what they thought could be improved in
current AI-based programming assistants to produce more useful
and secure privacy-preserving code. The suggestions included un-
derstanding of diverse data privacy laws, self testing, explainable
output, improving transparency, following standards, compliance,
ease of use, recommendations for data protection, and improving
interpretability.

4.4.1 Understand Diverse Data Privacy Laws (24.75%; n=14). The
most common suggestion from our developers is to train the AI to
better ensure data protection in generated code. They mentioned
that regular and more complete training and testing are necessary.
They said that this training needs to be done using reliable and
verified code: “Perhaps these tools should be trained on reliable and
verified code to make them generate code of a high enough quality
to be used in corporate contexts when it comes to meeting privacy
standards” – P17 (Developer, full-stack, 3 years exp.). Further, they
mentioned that AI needs to have bigger contextual thinking and
robust algorithms that understand data privacy laws in different
countries and regions which are significantly different [2].

4.4.2 Self Testing (7.84%; n=4). Even experienced developers make
mistakes with privacy-related code [19]. Our developers suggested
AI-based programming assistants should be more responsible and
“self-test” the code provided. This would include checking that all
privacy requirements are met by it before providing developers
with the final code. This is important to generate better code which
again will increase the safety of the code and usage of the tools:
“I think the generated code should undergo a test after generating to
ensure the privacy requirements are met” – P39 (Developer, full-stack,
6 years exp.)

4.4.3 Explainable Output (3.92%; n=2). Current AI-based program-
ming assistants fail to clearly explain rationale behind code pro-
duced. They should generate code with attention mechanisms and
comments that explain to privacy-related code produced, including
the list of the resources it has used: “Techniques such as attention
mechanisms or explainable AI methods can help developers identify
potential privacy risks or vulnerabilities in the generated code” – P45
(Developer, back-end, front-end, mobile, 12 years exp.)

4.4.4 Improve Transparency (11.76%; n=6). Our developers said that
the transparency of the owning company’s privacy policies and
practices including data usage need to be improved. This is highly
beneficial for AI code gen SaaS companies as building trust with the
users will help in increasing the usage: “We need better guarantee
about the security of the tool itself, and the use of data by the company
that owns it” – P25 (Developer, back-end, 10 years exp.)

4.4.5 Follow Standards (7.84%; n=4). From a governance point of
view, some developers said that it is necessary to define a set of
privacy requirements for the AI to follow. They said that following
a set of lawful guidelines is necessary [8]: “The world needs to
decide on what privacy requirements we are supposed to follow for
current AI to work for it” – P12 (Developer, back-end, 3 years exp.)

4.4.6 Compliance (1.96%; n=1). One important suggestion was that
AI-based programming assistants should show that they meet var-
ious compliance requirements [13]. The companies should audit
their AI tools by an external party to certify them. Such certifica-
tions will bring better trustworthiness to the tools and hence to the
code they generate and the software solutions they help to produce:
“Unfortunately there is no way from AI tool user to ensure at 100%
that privacy requirements are met by AI tool, so users needs to trust
the company that releases the AI tool. One way for having a certain
level of "privacy requirement ensuring" is to audit the AI tool by an
external company, who certifies that privacy requirements are met” –
P6 (Developer, full-stack, 10 years exp.)

4.4.7 Ease of Use (13.74%; n=7). AI code gen tools should provide
more user control over the level of compliance with specific privacy
regulations, kind of code generated, use of APIs in the code, etc
[11]. The developers said that AI-based programming assistants
should generate code that is abstract, extensible, and also sample
code: “Generate not that specific code, and then the programmer can
extend it” – P44 (Developer, front-end, 6 years exp.)

4.4.8 Recommendations for Data Protection (17.65%; n=9). AI-based
programming assistants need to be able to detect that user-sensitive
data are being processed within the target code and be able to han-
dle them properly [10]. Our developers said that the AI code gens
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should notify and warn the user (i.e., the developer) about possible
risks and provide recommendations to the users about ensuring data
protection. They further said that AI-based programming assistants
should introduce privacy verification checks. But, one developer
said that human errors are the main problem source, so the devel-
opers need to be well aware of data privacy requirements: “Well,
it could detect that user sensitive data are being processed with the
code and ensure that they are handled properly (e.g. inserting into the
database). It could also notify the programmer and give him/her rec-
ommendations about how to use the generated code to ensure sensitive
data safety” – P34 (Developer, mobile, 10 years exp.)

4.4.9 Improve Interpretability (3.92%; n=2). As an UI improvement,
a few developers suggested improving interpretability including
visual aspects such as highlighting areas where privacy require-
ments are violated in generated code: “The tools (<AI code gens>)
can highlight areas that it thinks can violate privacy requirements.
Otherwise, it should be the duty of the programmer to ensure privacy
requirements are met” – P41 (Developer, full-stack, 30 years exp.)

5 Discussion
Our surveyed developers said that AI-based programming assis-
tants are still not mature enough to be used extensively for privacy-
preserving code. AI-based programming assistants do not generate
code compliant with all privacy requirements and laws. Therefore,
relying completely on AI-based programming assistants to gener-
ate privacy-related code is not a wise decision. Our developers had
concerns about using AI-based programming assistants because of
the distrust they have regarding both their training data and their
provided code context data. Developers want more information
about generated code explanation, source, and compliance to differ-
ent privacy-related requirements. They recommend not to use real
data when generating code for the app in production, but rather
use examples to generate code. Key priorities for improvement in-
clude improving model training and introducing robust algorithms
that understand data privacy laws, self-testing the generated code,
generating explainable outputs, improving transparency, follow-
ing standards, having compliance, improving ease of use, recom-
mendations for privacy-preserving requirements, and improving
interpretability.

5.1 Implications for Practice
Model and system-level improvements. Better model train-
ing and introducing robust algorithms that understand multiple
data privacy laws, code that follows standards, generating more
explainable output, and running self-tests before providing code
to developers. Calibrating the AI-based programming assistants
against industry-standard trustworthy AI checks will help mitigate
unnecessary threats and disadvantages for AI-based programming
assistants to survive in the market.

Human-AI interaction improvements. Ease of use in prompt-
ing and including generated code, interpretability, highlighting sen-
sitive data, highlighting non-compliant code, and notifying/providing
recommendations for privacy approaches can enhance human-AI
interaction.

Organisational improvements. Organisations owning AI-
based programming assistants need to provide better compliance

and improve transparency about their models and how data is gath-
ered, processed and models trained. This is extremely important to
gain trust from users, both code developers and code end users.

5.2 Limitations and Implications for Research
AI-based programming assistants might have changed in various
ways, hence the experience with them could be different from what
our participants experienced, and what we experienced. Therefore,
as a next step, researchers may continue conducting research on
these tools/ replicating our study to see the progress of the AI-based
programming assistants (if they have made any). How the AI-based
programming assistants behave may differ from case to case. In
this paper, we have focused on generating code for privacy. How-
ever, the results may be different in other cases, for example when
generating code for other functional/non-functional requirements.
In the future, researchers may consider conducting research to see
how AI-based programming assistants behave across various use
cases. The number of participants who participated in our study
was limited, and we did not have the chance to ask follow-up ques-
tions. To gain a more in-depth understanding of the developers’
experience with AI-based programming assistants, further research
can be conducted using other data collection methods such as inter-
views. Conducting experiments with professional developers will
help in further understanding their expectations and their interac-
tions with AI-based programming assistants. In future, experiments
with professional developers can be conducted to better understand
human (developer)-AI interaction.

5.3 Related Work
Even though the experiment the authors of [29] ran were not re-
lated to privacy, they used medium and hard problems on Leetcode.
The authors found that ChatGPT struggles to generate code for new
and unseen problems. [6] states that Stack Overflow slightly outper-
forms ChatGPT when answering privacy questions, but ChatGPT
generated code can be used as alternatives. [20] found cases where
insecure code was generated by GitHub Copilot. According to [28],
when GitHub Copilot generated large chunks of code, the partici-
pants in their study stated that the code was cumbersome and it
required significant effort to understand the meaning of generated
code. As per [3], the first-time users of GitHub Copilot spend more
time reviewing the code generated by the AI code generator than
writing code.The authors also mention in their work that he early
users of GitHub Copilot reported that there was a risk of revealing
secrets such as API keys and passwords or suggest inappropriate
test. Further, the authors state that this was fixed at the technical
preview of GitHub Copilot. However, according to our findings, the
distrust of AI-based programming assistants and use of alternatives
to ensure privacy still exist. [22] mentions that developers’ program-
ming shifts from writing code to checking and doing unfamiliar
debugging. [5] recommends that it is necessary to assure users
about privacy and confidentiality. According to what we found,
improving transparency will help in that case. [20] touch upon
the fact that GitHub Copilot is a black-box and a closed resource
residing on a remote server which is unaccessible by general users.
[5] raises that getting user content is key as per GDPR privacy
principles. The authors recommend the users of AI code generating
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tools need to get the informed consent from paricipants. This is
also related to being transparent (the previous point) as in order to
get user consent, the tool needs to be transparent about its actions.
As per [29], long prompts tend to have a negative impact on code
generated by ChatGPT and Codex. Therefore, the participants need
to master prompt engineering. [4] found that longer details result
in poor outputs. By going through experience reports of developers,
the authors of [22] found that the developers find it hard to write
prompts. [5] recommends that AI code generating tools have to
warn users in cases like sharing information to the public. [28]
states the participants found that the code generated in general is
similar to style and quality of a human but for a couple of the exper-
iments the participants participated found that the code generated
were not similar to the human style. As mentioned previously, they
also found the generation of large chunks of code cumbersome.
To the best of our knowledge, we could not find any particular
study specifically focusing on AI-based code generation for privacy
that revealed insights on the need of understanding diverse data
privacy laws, self testing, explainable output, compliance which
are imperative findings of our study.

6 Conclusion
AI-based programming assistants have rapidly become very popular.
We conducted a survey of 51 professional developers that identified
a range of using, perceived usefulness, and concerns about these
tools. Our study revealed common usage challenges and improve-
ments for AI-based programming assistants available in the market.
AI-based programming assistants do need to be improved more for
developers to trust them with generating code for ensuring data
protection (privacy). We developed several recommendations for
developers and AI-based programming assistants producing com-
panies to improve them for privacy-preserving code generation
tasks.

Acknowledgments
Madampe and Grundy are supported by ARC Laureate Fellowship
FL190100035. Our sincere gratitude goes to the participants who
took part in the study.

References
[1] Pauline Anthonysamy, Awais Rashid, and Ruzanna Chitchyan. 2017. Privacy

requirements: Present & future. In Proceedings - 2017 IEEE/ACM 39th International
Conference on Software Engineering: Software Engineering in Society Track, ICSE-
SEIS 2017. doi:10.1109/ICSE-SEIS.2017.3

[2] David L Baumer, Julia B Earp, and JC Poindexter. 2004. Internet privacy law: a
comparison between the United States and the European Union. Computers &
Security 23, 5 (2004), 400–412.

[3] Christian Bird, Denae Ford, Thomas Zimmermann, Nicole Forsgren, Eirini
Kalliamvakou, Travis Lowdermilk, and Idan Gazit. 2023. Taking Flight with
Copilot. Commun. ACM 66, 6 (2023). doi:10.1145/3589996

[4] Javier Cámara, Javier Troya, Lola Burgueño, and Antonio Vallecillo. 2023. On
the assessment of generative AI in modeling tasks: an experience report with
ChatGPT and UML. Software and Systems Modeling 22, 3 (2023). doi:10.1007/
s10270-023-01105-5

[5] Ruijia Cheng, Ruotong Wang, Thomas Zimmermann, Microsoft Research, and
Denae Ford. 2022. "It would work for me too": How Online Communities Shape
Software Developers’ Trust in AI-Powered Code Generation Tools. (12 2022).
https://arxiv.org/abs/2212.03491v2

[6] Zack Delile, Sean Radel, Joe Godinez, Garrett Engstrom, Theo Brucker, Kenzie
Young, and Sepideh Ghanavati. 2023. Evaluating Privacy Questions From Stack
Overflow: Can ChatGPT Compete? (6 2023). https://arxiv.org/abs/2306.11174v1

[7] Maryam Farhadi, HishamHaddad, andHossain Shahriar. 2019. Compliance check-
ing of open source EHR applications for HIPAA and ONC security and privacy
requirements. In Proceedings - International Computer Software and Applications
Conference, Vol. 1. doi:10.1109/COMPSAC.2019.00106

[8] Tiago Espinha Gasiba, Ulrike Lechner, Maria Pinto-Albuquerque, and
Daniel Mendez Fernandez. 2020. Awareness of Secure Coding Guidelines in
the Industry-A first data analysis. In 2020 IEEE 19th International Conference on
Trust, Security and Privacy in Computing and Communications (TrustCom). IEEE,
345–352.

[9] General Data Protection Regulation. [n. d.]. Art. 4 GDPR Definitions. https:
//gdpr-info.eu/art-4-gdpr/

[10] Maanak Gupta, CharanKumar Akiri, Kshitiz Aryal, Eli Parker, and Lopamudra
Praharaj. 2023. From chatgpt to threatgpt: Impact of generative ai in cybersecurity
and privacy. IEEE Access (2023).

[11] Fatima Hussain, Rasheed Hussain, Brett Noye, and Salah Sharieh. 2020. Enterprise
API security and GDPR compliance: Design and implementation perspective. IT
professional 22, 5 (2020), 81–89.

[12] Saki Imai. 2022. Is GitHub Copilot a Substitute for Human Pair-programming? An
Empirical Study. In Proceedings - International Conference on Software Engineering.
doi:10.1109/ICSE-Companion55297.2022.9793778

[13] Oleksandra Klymenko, Oleksandr Kosenkov, Stephen Meisenbacher, Parisa Elahi-
doost, Daniel Mendez, and Florian Matthes. 2022. Understanding the imple-
mentation of technical measures in the process of data privacy compliance: a
qualitative study. In Proceedings of the 16th ACM/IEEE International Symposium
on Empirical Software Engineering and Measurement. 261–271.

[14] Jenny T. Liang, Chenyang Yang, and Brad A. Myers. 2023. Understanding the
Usability of AI Programming Assistants. (3 2023).

[15] Arghavan Moradi Dakhel, Vahid Majdinasab, Amin Nikanjam, Foutse Khomh,
Michel C. Desmarais, and Zhen Ming (Jack) Jiang. 2023. GitHub Copilot AI
pair programmer: Asset or Liability? Journal of Systems and Software 203 (2023).
doi:10.1016/j.jss.2023.111734

[16] HusseinMozannar, Gagan Bansal, Adam Fourney, and Eric Horvitz. 2022. Reading
Between the Lines: Modeling User Behavior and Costs in AI-Assisted Program-
ming. (10 2022).

[17] Nhan Nguyen and Sarah Nadi. 2022. An Empirical Evaluation of GitHub Copilot’s
Code Suggestions. In Proceedings - 2022 Mining Software Repositories Conference,
MSR 2022. doi:10.1145/3524842.3528470

[18] Nicolas Notario, Alberto Crespo, Yod SamuelMartin, JoseM. Del Alamo, Daniel Le
Metayer, Thibaud Antignac, Antonio Kung, Inga Kroener, and David Wright.
2015. PRIPARE: Integrating privacy best practices into a privacy engineering
methodology. In Proceedings - 2015 IEEE Security and Privacy Workshops, SPW
2015. doi:10.1109/SPW.2015.22

[19] Daniela Seabra Oliveira, Tian Lin, Muhammad Sajidur Rahman, Rad Akefirad,
Donovan Ellis, Eliany Perez, Rahul Bobhate, Lois A DeLong, Justin Cappos,
and Yuriy Brun. 2018. {API} blindspots: Why experienced developers write
vulnerable code. In Fourteenth Symposium on Usable Privacy and Security (SOUPS
2018). 315–328.

[20] Hammond Pearce, Baleegh Ahmad, Benjamin Tan, Brendan Dolan-Gavitt, and
Ramesh Karri. 2022. Asleep at the Keyboard? Assessing the Security of GitHub
Copilot’s Code Contributions. Proceedings - IEEE Symposium on Security and
Privacy 2022-May (2022), 754–768. doi:10.1109/SP46214.2022.9833571

[21] Sida Peng, Eirini Kalliamvakou, Peter Cihon, and Mert Demirer. 2023. The Impact
of AI on Developer Productivity: Evidence from GitHub Copilot. (2 2023).

[22] Advait Sarkar, Andrew D. Gordon, Carina Negreanu, Christian Poelitz, Sruti Srini-
vasa Ragavan, and Ben Zorn. 2022. What is it like to program with artificial
intelligence? (8 2022).

[23] Gian Luca Scoccia, Anthony Peruma, Virginia Pujols, Ivano Malavolta, and
Daniel E. Krutz. 2019. Permission Issues in Open-Source Android Apps: An
Exploratory Study. In 2019 19th International Working Conference on Source Code
Analysis and Manipulation (SCAM). IEEE, 238–249. doi:10.1109/SCAM.2019.00034

[24] Awanthika Senarath and Nalin A.G. Arachchilage. 2018. Why developers cannot
embed privacy into software systems?: An empirical investigation. ACM Inter-
national Conference Proceeding Series Part F1377 (6 2018). doi:10.1145/3210459.
3210484

[25] Awanthika Senarath and Nalin Asanka Gamagedara Arachchilage. 2019. A data
minimization model for embedding privacy into software systems. Computers
and Security 87 (2019). doi:10.1016/j.cose.2019.101605

[26] Awanthika R Senarath and Nalin Asanka Gamagedara Arachchilage. 2018. Under-
standing user privacy expectations: A software developer’s perspective. Telemat-
ics and Informatics 35, 7 (10 2018), 1845–1862. doi:10.1016/J.TELE.2018.05.012

[27] Anselm Strauss and Juliet Corbin. 1998. Basics of qualitative research techniques.
[28] Ningzhi Tang, Meng Chen, Zheng Ning, Aakash Bansal, Yu Huang, Collin McMil-

lan, and Toby Jia-Jun Li. 2023. An Empirical Study of Developer Behaviors for Val-
idating and Repairing AI-Generated Code. (9 2023). doi:10.1184/R1/22223533.v1

[29] Haoye Tian, Weiqi Lu, Tsz On Li, Xunzhu Tang, Shing-Chi Cheung, Jacques
Klein, and Tegawendé F. Bissyandé. 2023. Is ChatGPT the Ultimate Programming
Assistant – How far is it? (4 2023).

https://doi.org/10.1109/ICSE-SEIS.2017.3
https://doi.org/10.1145/3589996
https://doi.org/10.1007/s10270-023-01105-5
https://doi.org/10.1007/s10270-023-01105-5
https://arxiv.org/abs/2212.03491v2
https://arxiv.org/abs/2306.11174v1
https://doi.org/10.1109/COMPSAC.2019.00106
https://gdpr-info.eu/art-4-gdpr/
https://gdpr-info.eu/art-4-gdpr/
https://doi.org/10.1109/ICSE-Companion55297.2022.9793778
https://doi.org/10.1016/j.jss.2023.111734
https://doi.org/10.1145/3524842.3528470
https://doi.org/10.1109/SPW.2015.22
https://doi.org/10.1109/SP46214.2022.9833571
https://doi.org/10.1109/SCAM.2019.00034
https://doi.org/10.1145/3210459.3210484
https://doi.org/10.1145/3210459.3210484
https://doi.org/10.1016/j.cose.2019.101605
https://doi.org/10.1016/J.TELE.2018.05.012
https://doi.org/10.1184/R1/22223533.v1


How Are We Doing With Using AI-Based Programming Assistants For Privacy-Related Code Generation? The Developers’ ExperienceEASE 2025, 17–20 June, 2025, Istanbul, Turkey

[30] Priyan Vaithilingam, Tianyi Zhang, and Elena L. Glassman. 2022. Expectation
vs. Experience: Evaluating the Usability of Code Generation Tools Powered by
Large Language Models. In Conference on Human Factors in Computing Systems -
Proceedings. doi:10.1145/3491101.3519665

[31] Burak Yetistiren, Isik Ozsoy, and Eray Tuzun. 2022. Assessing the quality of
GitHub copilot’s code generation. In PROMISE 2022 - Proceedings of the 18th
International Conference on Predictive Models and Data Analytics in Software
Engineering, co-located with ESEC/FSE 2022. doi:10.1145/3558489.3559072

https://doi.org/10.1145/3491101.3519665
https://doi.org/10.1145/3558489.3559072

	Abstract
	1 Introduction
	2 Research Questions
	3 Our Approach – The Developer Survey
	4 Findings
	4.1 Survey Participants
	4.2 RQ1 – Expectation vs Reality of AI-based Programming Assistants for Privacy-related Code Generation
	4.3 RQ2 – Key Challenges in Generating Code Ensuring Privacy using AI-based Programming Assistants
	4.4 RQ3 – Suggestions for Improvements to AI-based Programming Assistants for Privacy-related Code Generation

	5 Discussion
	5.1 Implications for Practice
	5.2 Limitations and Implications for Research
	5.3 Related Work

	6 Conclusion
	References

