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ABSTRACT
Accessibility is a crucial concept in Virtual Reality (VR), pivotal
for meeting the needs of users, including those with disabilities. In
recent years, there is an increasing focus of VR products on enhanc-
ing the accessibility of a diverse range of digital content. Despite
this growing attention from the VR community, there is a serious
lack of empirical research on how VR practitioners consider VR
accessibility. This includes their understanding of and insights into
VR accessibility challenges and practices in the VR software devel-
opment life cycle. In this paper, we aim to address these gaps using
a mixed-methods approach. Specifically, we conducted interviews
with 21 VR practitioners (incl. 3D modelers, developers, technical
directors, and product managers), and surveyed 202 respondents
from VR related industries. Our findings outline their insights and
challenges they face concerning VR accessibility practices in the
software development life cycle. Furthermore, our findings shed
light on the challenges faced by practitioners concerning VR acces-
sibility and the reasons why it often goes unconsidered. As far as
we know, this is the first comprehensive report about the under-
standing of accessibility for VR software from the practitioner’s
perspective. We hope this paper will help VR professionals to better
understand the issues and challenges in VR accessibility, and the
potential solutions.
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1 INTRODUCTION
Accessibility is a key software quality factor that significantly in-
fluences end-user acceptance in large software markets [9, 47, 96].
Accessibility refers to the ease withwhich end-users including those
with disabilities can interact with software products [15, 52, 68].
This includes performing basic tasks such as reading the text, using
the keyboard for typing, and perceiving sounds [9, 10, 21]. There are
existing standards for traditional software products. For example,
the Web Content Accessibility Guidelines were recognized by the
ISO in 2012 [113]. In recent years, the World Wide Web Consortium
(W3C) released the initial Extended Reality (XR) Accessibility User
Requirements (XAUR) guidelines in 2020 [40]. This guide includes a
series of suggestions addressing user needs and requirements, such
as immersive personalization [89], voice commands [33], interac-
tion [104], color changes [105] and so on.

In recent years, due to the rapid growth of immersive technolo-
gies, VR has emerged as an important medium for the dissemination
of digital content [32, 80]. Its influence has permeated various facets
of daily life, facilitating communication [103], learning [43], enter-
tainment [56], social interactions [8], and working [91]. However,
VR accessibility issues have become significant challenges affect-
ing the inclusiveness of VR products, particularly for users with
disabilities. To address these issues, it is crucial to understand the
perspectives of VR practitioners. However, the existing literature
lacks comprehensive studies on VR practitioners’ understanding of
VR accessibility, their attitudes towards the software development
life cycle, the reasons for not considering VR accessibility, and the
challenges they faced.

In this study, we shed light on the insights and challenges con-
cerning VR accessibility within the VR software development life
cycle. The software development life cycle typically includes soft-
ware requirements, software design and development, and software
testing and evaluation. However, VR has rarely been considered
in the software development life cycle. Traditional software de-
velopment life cycle (e.g., websites and mobile applications) faced
many accessibility challenges, [9, 28], and accessibility practices
for VR may face even more unknown challenges and limitation
[40]. To fill this gap, we conducted interviews and surveys with
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VR practitioners, aiming to gain deeper insights into their attitudes
toward VR accessibility within the VR software development life
cycle. Our goal is to achieve a comprehensive understanding of
these perspectives. The research questions (RQs) are:

• RQ1:What insights do VR practitioners have about integrat-
ing accessibility within the VR software development life
cycle?

• RQ2:What are the reasons that lead VR practitioners to not
consider accessibility during VR software development life
cycle?

• RQ3:What challenges do practitioners face when addressing
accessibility throughout the VR software development life
cycle?

We employed a mixed-method in our study. We interviewed 21
VR practitioners and surveyed 202 VR practitioners to analyze their
insights regarding VR accessibility in the software development
life cycle. Additionally, we investigated the challenges they faced
and the reasons why some may not prioritize VR accessibility.

Our findings indicated that VR practitioners from various pro-
fessional backgrounds have significant differences in their under-
standing of VR accessibility. For example, VR practitioners with
experience in traditional software development had a better under-
standing of VR accessibility. Throughout the software development
life cycle, VR practitioners shared insights into VR accessibility,
particularly during the requirements, design, development, testing,
and evaluation phases. Nevertheless, our findings highlighted sig-
nificant gaps in the implementation of VR accessibility practices
within the software development life cycle. Furthermore, many
VR practitioners did not prioritize VR accessibility, including a va-
riety of reasons, such as human factors and experience, regional
aspects, cost markets and teams, and hardware issues. Additionally,
respondents specified particular reasons for not considering VR
accessibility requirements. Challenges related to VR accessibility
identified by VR practitioners included hardware features, insuffi-
cient professional knowledge, and difficulties encountered across
various phases of the software development life cycle, such as re-
quirements, design, development, testing, and evaluation. Finally,
based on our findings, we discussed VR accessibility and proposed
a series of future research directions. This study represents the
first empirical investigation to explore insights and challenges of
VR accessibility from the perspective of VR practitioners. It also
stands as the first comprehensive investigation of VR accessibility
practices from the perspectives of software engineering (SE) and
VR. Therefore, our firsthand insights have the potential to signif-
icantly contribute to the advancement of VR accessibility within
the software development life cycle.

2 RELATEDWORK
2.1 Inclusive and Accessible VR
Unlike traditional software applications, VR applications are dis-
tinguished by their emphasis on immersive experiences. This im-
mersive quality depends on the high-quality user experience, in-
cluding aspects such as visual [51], sound [65], interface design
[101], interaction mechanics [71], and user comfort [7]. For users
with disabilities in VR, a high-quality user experience is crucial to
address potential VR accessibility issues. XAUR has listed 19 XR

requirements for users with disabilities, including visual, auditory,
cognitive, neurological, physical, and speech disabilities. Such dis-
abilities often interact with various human factors, such as age,
gender, culture, and education [40]. Hidellaarachchi et al. [49] sug-
gested that researchers should integrate various human factors to
ensure that software applications (mobile applications and web-
sites) are inclusive and accessible. However, the VR accessibility
differs significantly from that of mobile applications and websites.
Although mobile applications and websites have established mature
accessibility standards, the XAUR standards are still under develop-
ment. VR relies on various input devices, such as head-mounted dis-
plays, motion controllers, and gesture trackers. In contrast, mobile
applications and websites depend on touchscreens, mice, keyboards,
and voice input. Therefore, the interaction methods in VR differ
significantly from those in mobile apps and websites. Moreover, VR
accessibility depends on navigation, feedback, and the description
and recognition of objects in virtual environments, whereas mobile
apps and websites involve browsing information on a fixed screen,
without the need for spatial movement.

In recent years, there have been increasing studies focusing on
designing accessible VR systems for users with various types of
disabilities. For example, Pladere et al. [84] suggested that VR sys-
tems should adapt digital content for users with visual disabilities,
offering features like color blindness simulations, and text magnifi-
cation. Collins et al. [18] proposed a framework that allows sighted
guides to assist blind or low vision (BLV) users by navigating virtual
environments and providing visual interpretation in social VR. Jung
et al. [57] proposed accessible nonverbal cues that can represent
non-verbal behaviors (nodding, shaking the head, and eye contact)
through tactile and audio feedback. These cues assist BLV users in
accurately and confidently grasping key information in social VR
conversations. Allman et al. [2] re-developed a feature based on the
computer game (Rock Band®) that converts visual information into
tactile and audio feedback for users with limited vision. Wedoff et
al. [118] designed verbal scaffolds and verbal/vibration scaffolds to
help visually impaired teenagers experience VR games. The results
showed that the performance of the verbal scaffolds was better than
that of the verbal/vibration scaffolds. Andrade et al. [3] proposed an
echolocation technology as a novel approach for users with visual
impairments to explore virtual environments. Zhao et al. [124] pro-
posed a toolkit named “SeeingVR”, designed to make VR accessible
to users with low vision. Similarly, Wang et al. [115, 116] proposed
a novel approach using VR color blindness simulation to elicit spe-
cial user needs during the requirements elicitation phase. For users
with auditory impairments, Li et al. [65] presented a ‘SoundVizVR’
method, aimed at enhancing sound accessibility in VR for DHH
(deaf or hard-of-hearing) users. For users with cognitive disabilities,
Gerling et al. [38] recommended that VR systems automatically
adapt interaction within VR environments for wheelchair users.
They emphasized the importance of personalizing interaction based
on the diverse abilities of the users. Vargas et al. [111] developed
a VR-based application that incorporates music to aid therapy for
users with cognitive disability therapy. The results showed that pa-
tients with cognitive impairments greatly enjoyed interacting with
music within the virtual environments. For users with neurologi-
cal disabilities, some studies found that people with neurological
diseases can achieve active participation and immersion through
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game-based incentives [37, 94]. Lecavaliera et al. [19] demonstrated
the feasibility of using VR for memory tasks among older adults.
For users with speech disabilities, Atiyeh et al. [110] highlighted the
potential of VR technology in assisting speech pathologists. They
posited that VR-simulated social communication with personalized
safe environments can be beneficial in treating people with speech
impairments. Some studies also have explored the interaction of
scents to enhance the overall VR experience [54]. Furthermore,
Gualano et al. [42] found that social VR avatars can represent the
diversity of disabled identities and resonate within specific com-
munities. Conversely, these avatars may also lead to social biases.
Therefore, is recommended that social VR applications allow users
to flexibly adjust privacy settings according to different contexts,
particularly to accommodate users with disabilities.

2.2 Challenges of VR Accessibility Practices
The importance of accessibility increased significantly towards
the end of the 20th century [50, 62, 78]. Consequently, many large
technology companies established dedicated accessibility programs,
documents, and teams, such as Google, Apple, IBM, and Microsoft
[78]. Governments in some regions also have established laws to
guide IT companies in eliminating software usage barriers for peo-
ple with disabilities [41]. Further, accessibility primarily focuses
on the design and development of accessible software applications
for users with disabilities. While the accessibility of traditional
software applications is more established than emerging digital
technologies (e.g., VR, AR, and MR), the software market still con-
tains many applications with accessibility issues [9, 15]. Chen et al.
[15] found that 89% of both open-source and close-source software
applications have significant accessibility issues, with an average of
6.5 accessibility issues on each application page. In the last versions,
96% of the accessibility issues still have not been fixed. Further-
more, some software practitioners consider software accessibility
as a non-priority. They believed that incorporating accessibility
throughout the software life cycle might lead to extra costs, poten-
tially affect software project timelines, and even unnecessary legal
and regulatory issues [9].

While there has been increased attention to accessibility issues
in domains such as the Web and software applications [16, 63, 85],
digital technologies like Virtual Reality (VR) have received compar-
atively less attention. Mack et al. [68] reported that VR is among
the top 20 keyword groups in the last 10 years, representing recent
trends in VR technology with respect to accessibility and human-
computer interaction (HCI). Currently, there are approximately
171 million VR users in the world [125], among which are people
with disabilities. A survey by the Disability Visibility Project [106]
reported that people with visual impairment or autism are not
well supported with VR technology. They also found that people
with mobility impairment might have challenges with actions like
crouching or moving during VR gameplay. Kelly et al. [59] noted
that cybersickness is a prevalent issue among VR HMD (head-
mounted display) owners, with various types of displays leading
to different symptoms. Thus, there is an urgent need to improve
the accessibility of VR products, enabling VR practitioners to better
meet users with disabilities. Furthermore, most VR manufacturing

companies have released accessibility guidelines for their VR head-
sets such as Meta Quest [88], and HTC VIVE [112]. Heilemann et
al. [46] found that the EN301549 accessibility standard (the har-
monized European standard for ICT accessibility) is not actively
adopted by VR game developers [30]. As a result, they proposed
specific guidelines to enhance the accessibility of VR gaming.

In recent years, W3C released the XR Accessibility User Require-
ments (XAUR), providing user needs and requirements for users
with disabilities when using VR. Meanwhile, the implementation
of VR accessibility can be influenced by various factors, such as
human factors, the size of an organization, and the complexity of
VR products [20, 55, 60, 64]. Besides this, some methods can im-
prove the evaluation of VR accessibility, including the XR access
audit tool, surveys, interviews, and user testing from user feedback
and conducting accessibility self-assessment [1, 27, 36]. However,
there still remains a limited understanding of how VR practitioners
reference VR accessibility standards.

With rapid progress in Metaverse, computer graphics, and hard-
ware, there will be a consistent growth in the number of end users
and products of VR [17, 26, 59, 100]. Yet, most VR practitioners still
lack an understanding of VR accessibility in the software develop-
ment life cycle. Furthermore, there is no comprehensive study that
investigates VR practitioners’ insights and challenges regarding VR
accessibility. In this study, we aim to obtain firsthand qualitative
insights into the practices and understanding of VR accessibility
within the software development life cycle through in-depth inter-
views and surveys.

3 RESEARCH METHOD
To answer our research questions (RQs), we first conducted semi-
structured interviews, and then designed an online survey informed
by the key findings from our interview data analysis. This mixed-
method approach not only provides deeper insights and identifies
the challenges, and reasons for not considering VR accessibility in
the software development life cycle (RQ1, RQ2 & RQ3), but also
enhances the survey’s reliability and validity. Figure 1 shows a
summary of our study processes. The Research Ethics Committee
at our university reviewed and approved our study. The materials
used for conducting interviews and surveys are publicly available
[122].

3.1 Interview with VR Practitioners
3.1.1 VR Practitioner Recruitment. The first author and two co-
authors conducted one-on-one semi-structured interviews with pro-
fessional VR practitioners. We advertised our study to VR-related
social media groups on LinkedIn [66], Twitter [108], Discord VR
community [25], Facebook [31], WeChat [117], and GitHub commu-
nity [39]. We collected the email addresses of VR practitioners from
GitHub using keyword searches (e.g., ‘VR’ and ‘Virtual Reality’) and
sent them invitation emails. We also found some professional VR
engineers through our professional networks. AmongVR practition-
ers, some have extensive experience in the VR industry, covering
a range of job roles including 3D modeling, VR development, VR
engineering, UI/UX design, and IT project management. All these
approaches and platforms have been used in the literature to recruit
software practitioners [9, 11, 12, 67, 98, 99].
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Semi-structured
interviews

Codebook
(5 themes)

21 VR Practitioners

Textual interview
contents

Text
translation

Thematic coding &
 accuracy check

Survey
assessment

Final VR
practitioner survey

202 VR practitioner
respondents

Findings

Stage 1：： Interviews Stage 2：： Surveys

Interview
guidelines

Introduction to  VR
Accessibility

Open-ended
discussion 

Two conditions,
for various VR
practitioners 

Stage 3: Result Analysis

Job Roles AND
Years of Experience

Three experts AND
five students

Figure 1: Sequential mixed-methods approach: an overview of the semi-structured interview and survey processes.

To ensure that all VR practitioners had a background in VR
projects, we emphasized the inclusion criteria for all interested
candidates in recruitment advertising. Interested candidates who
met the criteria were able to send or respond to our emails indi-
cating their willingness to participate in the interview study. We
then scheduled an interview time with the interested candidates.
Before the formal interviews began, we asked our VR practitioners
for their understanding of VR accessibility based on our inclusion
criteria. Initially, we first asked the practitioners if they were fa-
miliar with VR accessibility. For those who did not understand the
concept, we provided an explanation. Then, we asked whether they
had considered VR accessibility in their projects. VR practitioners
who were unfamiliar with the concept of VR accessibility but had
considered or somewhat considered it in their VR projects met our
inclusion criteria. Those who were familiar with the concept of
VR accessibility and had actively considered it in their VR projects
also met our inclusion criteria. Conversely, VR practitioners who
understood the concept of VR accessibility but did not consider
it in their VR projects, as well as those who neither understood
nor considered VR accessibility, were excluded from our study. We
withdrew our interview study for some VR practitioners and did
not provide a reward. Among these were 10 participants who did
not attend our interview study. One participant was excluded due
to a lack of VR development experience, despite having experience
in 3D modeling. Finally, we recruited 21 VR practitioners. We also
provided each interviewee with a choice of a 20 USD or 30 AUD
e-gift card and a 150 RMB red envelope on WeChat [120].

3.1.2 VR Practitioner Demographics. In total, we interviewed 21
VR practitioners via online meetings. Each of the VR practitioners
had more than three years of VR experience in the industry. They
had seven years of experience on average (SD=4) in the VR industry.
The age distribution of the participants was as follows: 11 were be-
tween 25-34 years old, nine were between 35-44 years old, and only
one was between 18-24 years old. Only one participant identified
as female, while the rest identified as male. 14 participants were
affiliated with mid-size IT companies, three with startups, two with
large IT companies, and two with universities. Nine participants
had more than a year of prior work experience in large VR compa-
nies. All VR practitioner participants had experience in VR projects.
Among them, eight participants previously held different roles in
industries, three participants had traditional software design and

development experiences (e.g., web and mobile application design
and development). Two participants were from universities; one
had three years of VR development experience in industries; while
the other studied VR artifacts restoration and tourism at a univer-
sity research institute. In addition, participants participated in the
development of various types of VR products, including education,
gaming and entertainment, training and simulation, architecture,
healthcare, tourism, shopping, and industrial design. Table 1 sum-
marizes VR practitioner participants’ demographics. In Table 1, ‘PF’
represents VR practitioners who specialize in VR accessibility and
possess a comprehensive understanding of it. ‘PA’ represents VR
practitioners who are familiar of VR accessibility but have limited
practical experience. ‘PU’ represents VR practitioners who are un-
familiar with the concept of VR accessibility but also have limited
practical experience.

3.1.3 Study Procedure. We sent the plain language statement and
consent form, which included additional information about our
interview study (e.g., inclusion criteria), to VR practitioners ahead
of the interviews. After screening out participants who did not meet
the inclusion criteria, we then briefly introduced our study based
on our interview guidelines. We asked participants if they were
unfamiliar with the concept of accessibility. For those who were,
we provided an introduction to the concept of accessibility. We
then engaged in an open-ended discussion with VR practitioners
for around five minutes.

Once the formal interview began, we first collected participants’
demographic information to ensure they were qualified to answer
the subsequent questions. We then asked the participants about the
eight main questions and nine sub-questions that we had designed.
These covered a series of topics on VR accessibility in the software
development life cycle. Specifically, (1)We asked about the details of
the VR accessibility practices in the software development life cycle
(incl. requirements, design, development, testing, and evaluation
phases). We also asked if there were internal company standards
or industry requirements. Furthermore, we discussed the differ-
ences between traditional software development and VR software
development and asked whether traditional software accessibility
standards are suitable for VR accessibility requirements. (2) We
discussed with VR participants the strategies they used to improve
inclusion in VR products. We presented them with a series of acces-
sibility issues in VR, such as operational, visual, auditory, cognitive,
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olfactory, and social challenges, taken from [1, 40, 65, 79, 124]. We
then asked participants whether accessibility issues were consid-
ered or potentially considered in VR development and again asked
about the approaches to overcome VR accessibility issues in the soft-
ware development life cycle. (3) We discussed the challenges, and
reasons for not considering VR accessibility in the software devel-
opment life cycle. We asked about technical solutions and attitudes
towards VR accessibility. We also asked about their familiarity with
VR accessibility standards, such as XAUR or Virtual Reality Checks
(VRC), technical challenges and open sources on VR accessibility
toolkits, taken from a series of literature [1, 40, 75, 79, 124].

The interviews lasted between 22 and 60 minutes, on average 30
minutes (SD=12), and were conducted in English and Chinese. After
the first few rounds of interviews, we revised the interview script
to ask more precise and new questions that provided a deeper
and clearer understanding of our interview questions. Once we
reached theoretical saturation within our data, we stopped our
interview study. The number of 21 VR practitioners has sufficed for
a comprehensive interview study, and the responses have reached
saturation [9, 82, 114].

3.1.4 Data Collection and Analysis. All interviews were audio-
recorded via Zoom [126] and Voov [72], and transcribed using
iFLYTEK’s professional automated transcription services [53]. Four
graduate students and one PhD student translated the Chinese
transcripts into English and checked for data accuracy. They were
proficient in both Chinese and English. They also performed an
initial accuracy check on the auto-transcriptions. Two authors then
performed a second round of rigorous quality checks on the tran-
scriptions. This quality check aimed to rectify errors emerging from
the automated transcription and translation process (e.g., transla-
tion of proper nouns) and to organize the structure of the transcrip-
tions.

We analyzed the interview transcriptions using the MAXQDA
[70]. The first author, in collaboration with two co-authors, induc-
tively conducted “segment-by-segment” coding the 21 transcrip-
tions using thematic analysis [14, 44]. We then conducted open-
coding on the transcribed data, avoiding any influence from pre-
conceived notions, presupposed codes, or theoretical assumptions.
We finalized our code through multiple iterations and discussions,
merging the overlapping codes, and discarding the duplicate ones.
To establish validity and minimize bias in our coding process, all
authors participated in a coding effort that spanned multiple weeks.
Major disagreements were resolved through multiple iterations and
discussions [22]. As a result, our codebook included three themes,
VR Accessibility in the Software Life Cycle, Unconsidered
VR Accessibility, and Challenges in VR Accessibility. These
themes included a total of 126 final codes.

3.2 Survey with VR Practitioners
3.2.1 VR Practitioner. We designed an online survey: VR Practi-
tioner Survey. We posted the VR Practitioner Survey to VR-related
social media groups on platforms like LinkedIn, Facebook, Twitter,
Discord, WeChat, GitHub and Prolifc [86]. We also emailed our
VR Practitioner Survey to VR practitioners using addresses we
previously collected from GitHub. We sent our online survey to

our personal connections in the U.S., the U.K., Australia, and China-
based VR technology companies and asked them to pass along the
VR practitioner survey to VR departments within their organiza-
tion. Our intention was to use snowball sampling to increase reach
beyond the areas where we were advertising [45]. Additionally, 21
interviewees were asked to complete an online survey.

To ensure the quality of our survey, we invited two profession-
als in software engineering and one in VR to review the survey’s
design. We then conducted a pilot test with five students (three
bachelor and two master students in IT) filling out the survey to
verify its functionality. On the survey homepage, we specified the
inclusion criteria for VR respondents: (1). Respondents must be in
full-time employment, excluding those in internships or part-time
positions. (2). VR respondents must be involved in VR-related work,
which including roles VR UI/UX designers, VR software developers,
VR software engineers, 3D modelers, audio and visual designers,
VR project managers, VR testers, VR trainers, VR business analysts.
(3). VR respondents must know VR accessibility or have considered
the accessibility need of users with disabilities in their VR projects.
To ensure data accuracy, we first enabled automatic detection of
invalid responses on the survey platform and collected a total of 261
responses. Automatic detection identified 40 low-quality responses.
We then manually reviewed the survey for response time, dupli-
cation rate, and completeness of response, excluding 19 responses.
We offered each participant the choice of an Amazon e-gift card of
3 USD or 5 AUD and a red envelope of 20 RMB via WeChat (excl.
Prolifc). We began recruiting in late December 2023 and accepted
our last response in late January 2024. In total, we collected 202
responses.

3.2.2 VR Practitioner Demographics. Among VR practitioners, 24%
respondents had less than 1 year of experience, followed by 1-4
years (40%), 5-9 years (22%), 10-14 years (8%), and more than 15
years (5%) in the VR-related industry (see Table 2 for details). In
terms of gender, 50% self-identified as male, 40% as female, and 20
(10%) as prefer not to say.

3.2.3 Study Procedure. The VR Practitioner Survey consisted of
all closed-ended questions inspired by our interview study. The
VR Practitioner Survey explored VR practitioners’ understanding
and insights into VR accessibility, and its practices throughout the
software development life cycle, including a series of phases such
as requirements, design, development, testing, and evaluation. The
survey also explored the challenges they faced. We activated AI
detection of response quality on our survey platform. According
to previous studies, more than 200 qualified VR respondents has
sufficed for a comprehensive survey study [9, 114].

3.2.4 Data Collection and Analysis. We collected data using Wen-
juanxing in Chinese [119] and Qualtrics in English [87]. We used
a descriptive analysis of responses to all closed-ended questions
(single-choice, multiple-choice, 5-point Likert & 5-point matrix
rating scale questions) using RStudio [90].

4 FINDINGS
We present our findings based on analysis of interview and survey
data. In each subsection, we outline the results from our interview
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Table 1: A Summary of VR Practitioner Demographics.

ID Age Gender Company Type Job Roles (within five years) VR Products Exp. (Years)

PF1 24-30 Male Mid SW Comp. Project Manager & Technical Di-
rector

Training and Simulation 6

PU2 35-44 Male Mid VR Comp. VR Developer Gaming and Entertainment 3
PU3 35-44 Male Mid SW Comp. Technical Director Training and Simulation 6
PU4 35-44 Male Mid SW Comp. Technical Director Training and Simulation 7
PU5 24-30 Male Mid SW Comp. VR Developer Training and Simulation 4
PU6 24-30 Female Mid SW Comp. VR Developer & Web Developer Education 3
PA7 24-30 Male Mid SW Comp. VR Developer Education & Healthcare 6
PA8 35-44 Male Startup VR Developer Gaming and Entertainment 7
PU9 35-44 Male Large SW Comp. VR Developer Gaming and Entertainment & Ed-

ucation
12

PU10 25-34 Male Mid SW Comp. Senior Engineer Gaming and Entertainment 14
PA11 25-34 Male University Senior Engineer Training and Simulation & Edu-

cation
5

PU12 35-44 Male Mid SW Comp. Project Manager & VR Developer Education &Culture and Tourism 5
PA13 35-44 Male University UI/UX Designer & 3D Modeler &

VR Developer
Culture and Tourism& Education 17

PA14 35-44 Male Large SW Comp. Senior Engineer Architecture & Education 15
PF15 25-34 Male Mid SW Comp. VR Developer & 3D Modeler &

UI/UX Designer
Education &Culture and Tourism 7

PA16 25-34 Male Startup Senior Engineer & Founder Culture and Tourism 10
PU17 35-44 Male Mid SW Comp. Senior Engineer (Founder) Shopping & Industrial Design &

Training and Simulation
15

PU18 18-24 Male Mid SW Comp. VR Developer Industrial Design & Training and
Simulation

3

PF19 25-34 Male Mid SW Comp. Project Manager & VR Developer Education 7
PF20 25-34 Male Mid SW Comp. VR Developer Education 5
PA21 25-34 Male Large SW Comp. Product Manager & VR Developer Education 4

study, followed by the results of the survey conducted with VR
respondents (RQ1, RQ2 & RQ3).

4.1 VR Practitioners’ Understanding VR
Accessibility

4.1.1 Interview with VR Practitioner Perspectives. Most VR practi-
tioners had experience in VR development, often assuming vari-
ous roles across different types of IT companies and departments.
Despite this, only a few VR practitioners deeply understood the
concept of VR accessibility, as evidenced by the comprehensiveness
of their responses. Conversely, many VR practitioners were either
unaware of or unfamiliar with the concept of VR accessibility (see
Table 1 for details). Furthermore, we also found that some VR prac-
titioners might have potentially addressed some accessibility issues
in VR projects, such as visual impairment, hearing impairment, and
so on. For example, PA11 provided an overview of VR accessibility
from their experience:

“I realized that [VR accessibility] actually whenwework on VR
projects, we often involve these aspects [e.g., visual, hearing
impairments]. It is just that the concept of accessibility is
quite broad, and we may not cover everything... Because it
[VR product] is often focused on user experience or interaction
for general end-users.” (PA11)

Additionally, PA8 also mentioned that “Newcomers [new employ-
ees or graduates] lack understanding of VR accessibility may not
be aware of these standards [VR accessibility] until they gain work
experience.” Some VR practitioners stated that they were unaware
of VR accessibility during their university studies (PA11 & PU18).
However, we speculate that knowledge of VR accessibility methods
may be limited in the teaching of related programs (e.g., design,
computer science, and software engineering). Hence, this limita-
tion may influence VR practitioners’ understanding and attitude
towards VR accessibility in future developments.

4.1.2 Survey with VR Practitioner Perspectives. In a series of Lik-
ert questions (Table 2), we found that VR respondents with fewer
years of work experience were unfamiliar with VR accessibility
(far too much, slightly too much: ≈33%, ≈34%, ≈48%, ≈41%, ≈54%,
respectively). Conversely, we also found that many VR UI/UX de-
signers and VR product managers had a better understanding of VR
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Table 2: Scaled rates about VR accessibility in different types of 1. work experience (years), 2. job roles, and 3. work experience
in traditional software development. 5-point Likert scale from 1 point (lowest/far too little) to 5 points (highest/far too much).
(N=202).

Title Number 1 2 3 4 5

1. Scaled rates about the understanding of VR accessibility among different
years of experience.

Less than 1 year 24% 31% 19% 17% 25% 8%
1-4 years 40% 16% 30% 20% 28% 6%
5-9 years 22% 7% 18% 27% 44% 4%

10-14 years 8% 18% 24% 18% 35% 6%
More than 15 years 5% Null 36% 9% 36% 18%

2. Scaled rates about the understanding of VR accessibility across different
job roles.

VR UI/UX designers 10% 5% 19% 10% 43% 24%
VR developers 19% 11% 24% 24% 34% 8%
VR engineers 16% 19% 28% 16% 34% 3%
3D modelers 11% 17% 35% 13% 35% Null

Audio and visual designers 10% 29% 24% 14% 29% 5%
VR project managers 12% 8% 12% 25% 50% 4%

VR testers 9% 26% 26% 26% 11% 11%
VR trainers 4% 12% 38% 25% 25% Null

VR business analysts 8% 31% 19% 31% 12% 6%

3. Scaled rates about the understanding of VR accessibility based on expe-
rience in traditional software development.

Lack of experience in traditional software development 48% 28% 23% 17% 27% 5%
As a team leader, project manager 38% 4% 25% 19% 43% 5%

As a team member 14% 14% 28% 31% 21% 7%

accessibility (far too much, slightly too much: ≈67%, ≈54%, respec-
tively). Furthermore, VR respondents with a lack of experience in
traditional software development had a poor understanding of VR
accessibility (far too much, slightly too much: ≈32%, ≈48%, ≈28%,
respectively).

4.2 VR Accessibility in the Software
Development Life Cycle

4.2.1 VR Accessibility in Requirements engineering activities. Inter-
viewee Perspectives.Most VR practitioners stated that their main
objective was to elicit user needs and requirements, commonly
using interviews (including online) and surveys. However, diverse
perspectives emerged during our interview study. Specifically, some
VR practitioners from VR gaming and entertainment emphasized
the importance of market surveys and competitor analyses (PA8,
PU9, PU10, and PA14). PU10 noted that: “In the first stage [before the
prototype development phase], we usually refer to the practices of ma-
ture games in the market. The game designers summarize and re-plan
based on these practices. The so-called user requirements are derived
from market rules.” PA8 further detailed the process of gathering
requirements:

“The first step would be to identify market opportunities. Then,
we gather information from news or developer conferences.
For example, if a particular VR headset achieves millions
of sales, we validate the data’s authenticity and examine
the market conditions. After that, we continue with further
research.” (PA8)

VR practitioners in VR gaming and entertainment held similar
insights. Furthermore, P14 also shared a novel approach for using
VR to identify user needs within the context of architectural design:

“When we ask clients to view models or interact with objects
in VR [for interior design and architecture] In these cases, we
can utilize VR tools to allow users to experience and collect
their requirements during the process.” (PA14)

Furthermore, PA7 shared an example where a VR product was
developed for the orphanage education system. To gather the high-
quality requirements from users with disabilities, they conducted
on-site visits and interviews in the orphanage. PF19 also discussed
about identifying the special needs of students with autism. We
found that VR products in the education and health sectors often
prioritize VR accessibility requirements during the requirements
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elicitation phase. Moreover, PA16 also emphasized their considera-
tion of VR accessibility requirements in the exhibition VR project.
However, some VR practitioners noted that they conducted on-site
visits without emphasizing VR accessibility requirements (PU3,
PU4, PU5, PA13) (see subsection 4.3 for details).

Most VR practitioners indicated that they did not prioritize cap-
turing VR accessibility requirements based on user feedback dur-
ing the project iterations. Some VR practitioners also mentioned
gathering user feedback via online testing and community forums;
however, they often overlooked VR accessibility requirements (PA8,
PU9, PU10). Furthermore, PA7’s analysis of VR requirements found
that: “Children in the orphanage preferred female voiceovers.” Such
inconsistency might affect the analysis of the VR accessibility re-
quirements for children with disabilities. Additionally, PA15 high-
lighted their reliance on “Qualitative analysis-subjective judgment”
method for analyzing VR accessibility requirements.

Some VR practitioners also mentioned their adoption of the
“persona and use stroy” methods for requirements analysis (PA7,
PU10, PA16). For example, PA7 stated that: “If we are a product
for the B2C projects [Business-to-consumer], except the B2B projects
[Businss-to-business] and the B2G projects [Business-to-government],
then we must consider the use of persona.”

Survey with VR Practitioner Perspectives. In a series of
Likert questions (Figure 2-(1)), we found that VR practitioner re-
spondents considered VR accessibility requirements for users with
disabilities. Among them, the requirements for hearing impair-
ments, operation difficulties, and motion sickness (strongly agree,
somewhat agree: ≈56%, ≈57%, ≈65%, respectively) were the most
considered in their VR projects. Conversely, several other require-
ments were rarely considered in their VR projects, especially olfac-
tory impairments (strongly disagree, somewhat disagree: ≈50%).

Additionally, we found that VR practitioner respondents showed
different attitudes about whether VR accessibility was a key task in
requirements engineering (RE) phases (strongly agree, somewhat
agree: ≈48%). However, many VR practitioner respondents agreed
that traditional software accessibility requirements were different
from VR accessibility requirements in the RE phases (strongly agree,
somewhat agree: ≈68%, see Figure 2-(2) for details).

4.2.2 VR Accessibility Design and Development. Interviewee Per-
spectives.Many VR practitioners explored technical solutions to
tackle VR accessibility challenges, often from a non-expert perspec-
tive. Specifically, PA11 provided an example of such an accessible
technical solution:

“We consider it [voice recognition and interaction]...but we
also incorporate other operations such as clicking or moving.
We have used voice commands for control. For example, you
can say "rotate" or "jump" instead of using hands or con-
trollers. Additionally, we have developed a body movement
recognition system, which allows interaction through users’
body movements.” (PA11)

Many VR practitioners stated that they did not pay attention
to open-source accessibility toolkits (e.g., the seeingVR-visual im-
pairments toolkit [124]). Some VR practitioners considered that
the development of accessible VR toolkits is complex, given the

complexities involved in understanding the situation of disabled
users (PU3, PA7, PA8, PU10, PA16, PU17, PF20). For example, PA8
stated that: “From multiple perspectives, developing such a tool is not
only challenging but also requires scientific validation.” Furthermore,
some VR practitioners considered that a VR system designed for
users with disabilities could include multiple tailored versions (PF1,
PA7).

Most VR practitioners stated that VR development processes
were different from traditional software development processes, ex-
cept for object-oriented programming language (e.g., C# in Unity3D
[109]). Some VR practitioners highlighted that the user experience
for VR products was more demanding than traditional software
products (PU10, PU11, PA16). For example, PA11 stated that avoid-
ing frame drops or latency was a crucial goal in ensuring a high-
quality user experience in development processes, noting that: “In
VR software design and development, there should be a greater em-
phasis on user experience because it is a virtual product. It focuses on
realism, creating an immersive experience for users, which is different
from traditional projects. The main goal is to provide users with a
sense of presence.”

Additionally, PU3 mentioned the use of Adobe Photoshop [83] to
design the user interface (UI), which was then imported into a 3D
scene for walkthrough.While some prototyping tools such as Figma
[34] are available for VR UI/UX design, many VR practitioners
considered that that is inconvenient to assess UI/UX immersively
during walkthrough (PU2, PA7, PU10, PA13 & PF15). Furthermore,
PU10 considered that the UI and interaction design for VR games
were different from that of traditional software, and standard tools
might not fully support UI of VR game walkthroughs. PA8 also
highlighted that the experience from traditional game interaction
methods was not applicable to VR games: “It [interactions] becomes
important to respect players’ intuitive understanding and design based
on real-world standards. For example, how to flip a book requires
rethinking and redesigning.”

Furthermore, PU2 stated that: “Users primarily focus on function-
ality. They rarely have specific requirements for models...they should
at least resemble the intended object.” Meanwhile, PF20 stated that
full-body 3D avatars might have distortions and limb animation
issues, leading to social barriers on social VR platforms.

Few VR practitioners considered that VR software projects in-
volved a large number of files and resources, potentially making
VR project management more complicated (PU13 and PA16). P16
stated that VR project management approaches were similar to
traditional software project management (e.g., GitHub [39]). Mean-
while, PA7 stated that considering VR accessibility features and
resources might increase the pressure on VR project management:

“We replaced this with a dialogue between the NPC [non-
player character] and the real character [for users] to solve
some of the problems of route guidance [visual impair-
ments]...Then we used a lot of audio. I remember that before
we did it for the disabled, the amount of audio in the project
was just over 40 megabytes. After we finished it, it was nearly
2 gigabytes of audio.” (PA7)

Finally, many VR practitioners stated a lack of clear standards
for VR accessibility development (PU2, PU5, PU12, PA13, PA14,
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Figure 2: Scaled rates about VR accessibility practices in requirements engineering.

PU17). Some VR practitioners considered that establishing fixed
standards for VR accessibility development might render VR prod-
ucts outdated, especially given the rapid advancements in the VR
field (PU12, PU17). Furthermore, most VR practitioners considered
that they paid little attention to the accessibility documentation
provided by VR manufacturers, and none were aware of the XAUR
standards released by W3C.

Respondent Perspectives. In a series of Likert questions (Fig-
ure 3- (1)), we found that making design decisions for VR acces-
sibility was challenging when considering users with disabilities
(strongly agree, somewhat agree: ≈60%). Meanwhile, the principles
of universal design may not be directly applicable to VR accessibil-
ity design (strongly agree, somewhat agree: ≈50%). Prioritizing VR
accessibility in the design phase could potentially compromise the
overall user experience (strongly agree, somewhat agree: ≈57%).
Additionally, we found that there were no mature open-source
frameworks for VR accessibility features in the development phase
(strongly agree, somewhat agree: ≈64%, Figure3-(2) for details).

4.2.3 VR Accessibility Testing & Evaluation. Interviewee Perspec-
tives. Many VR practitioners did not understand approaches to
test VR accessibility features. Some VR practitioners noted that
testing was primarily conducted by in-house employees, with dis-
abled users rarely included (PF1, PU2, PU3, PU6, PU9, PA21). PU2

stated that:“In fact, sometimes themselves [VR end-users] may not
have the expertise in professional testing that we possess. So, there are
usually no major issues with internal testing.” Some VR practitioners
stated that the testing of VR products was commonly processed
by VR developers, 3D modelers, VR designers, or QA (Quality As-
surance) professionals (PU2, PU9, PA14, PU18). On the other hand,
PU5 stated they often recruit users who are unfamiliar with VR
to evaluate the product’s learnability. PF19 stated that: “We...invite
teachers and students (incl. students with disabilities) to evaluate and
test it [VR product]. They try out the content [digital content] and
provide feedback.”

SomeVR practitioners stated that they commonly test for smooth-
ness (to prevent motion sickness), interactions, user interface re-
sponsiveness, and visual clarity. (PU10, PA11, PA13). They also
emphasized testing for hardware compatibility, including VR head-
sets designed for users with short-sighted and bone conduction
technology for users with hearing impairments (PU3, PU4). How-
ever, PF19 indicated a reluctance to invest additional effort in VR
accessibility testing during internal evaluations. Furthermore, none
of the VR practitioners reported using tools specifically for VR
accessibility testing (see Figure 4 for survey details).

Additionally, many VR practitioners indicated that they rarely
considered recruiting disabled users for VR system evaluations
(PU6, PA8, PU9, PU10, PA13, PA14, PF15). Conversely, some VR
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Figure 3: Scaled rates about VR accessibility practices in design and development.

practitioners highlighted their recruitment of users with disabil-
ities for evaluations and even invited experts for guidance (PA7,
PF19). However, despite these efforts, there was still a gap in their
professional knowledge of how to effectively evaluate VR systems
for users with disabilities (PU5, PU10, PA13, PA14, PF15, PF19).
Although most VR practitioners prioritized evaluating effective-
ness, usability, feasibility, and learnability, they overlooked the
importance of evaluating VR accessibility features for users with
disabilities. PU12 emphasized that involving experts from the cul-
ture sector in the evaluation of cultural products of VR is a priority,
while the evaluations of general users are usually not a priority, and
disabled users might ultimately be overlooked. Furthermore, many
VR practitioners stated that they provided training for VR system
users, including software manuals, and hardware instructions (PU3,
PU5, PU6, PA7, PA14, PA16). However, most VR practitioners have
not fully considered users with disabilities during the VR training
process. Conversely, PF19 mentioned providing training tailored for
users with disabilities, but without the involvement of accessibility
experts.

Respondent Perspectives. In a series of Likert questions (Fig-
ure4), we found that VR respondents were overall negative about VR
accessibility testing and evaluation. Few VR respondents referred
to the XAUR standard or other standards for testing VR systems
(strongly agree, somewhat agree: ≈18%). Furthermore, most VR
practitioner respondents reported that extra efforts were neces-
sary for VR accessibility testing and evaluation (strongly agree,
somewhat agree: ≈77%, see Figure4 for details).

4.3 VR Practitioners’ Reasons for (Not)
Considering VR Accessibility

Interviewee Perspectives. Reasons VR participants did not con-
sider VR accessibility include:

Human Factors and Experience. Some VR practitioner partici-
pants considered that human factors played an important role in not
considering VR accessibility. PA13 noted an example that: “Their
[color blindness] perception of colors varies, and each person’s percep-
tion is unique. It’s not realistic to develop a customized program for
each individual.” P18 stated that they only considered operational
preferences, such as whether a user is left-handed or right-handed
users, and overlooked more complex requirements of users with
disabilities, like those with cognitive impairments. Furthermore,
PF15 considered that excessive focus on VR accessibility could make
the VR product less user-friendly for general users. PA13 shared an
example that: “From what I have observed so far, few VR products,
including AR, pay attention to the readability, usability, and accessi-
bility for special user groups.” On a different note, PU10 stated that:
“Actually, I’m more focused on hardware improvements that enhance
user experience or game interaction. In terms of VR accessibility, it
doesn’t seem as crucial at this stage.”

Regional Aspects. Some VR practitioner participants considered
the regional aspect as an important reason for not considering VR
accessibility (PU12, PA13, PA14, PA21). PU12 considered that eco-
nomic aspects could be significant limitations on VR accessibility.
For example, in some economically developing regions, VR might
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Figure 4: Scaled rates about VR accessibility practices in testing and evaluation.

still be considered an emerging technology that many people are un-
familiar (PU12). Furthermore, PA13 considered that: “VR standards
may not be fully developed yet...Currently, most countries have not
introduced relevant standards, so we can only rely on the experience
of developers and designers to achieve [VR accessibility]. This may
result in the presence of many subpar products. For example, many
people feel dizzy when wearing VR headsets, and some may even
experience nausea.” Some VR practitioner participants stated that
economically developed regions paid more attention to accessibility
standards and laws than economically developing regions (PA13,
PA14, PA21). Therefore, IT companies or practitioners in economi-
cally developing regions might always overlook the accessibility of
digital products, or may even lack an understanding of accessibility.

Cost Markets, and Teams. Some VR practitioner participants con-
sidered the costs and markets as important reasons for not consider-
ing VR accessibility (PA7, PA8, PU12, PA14). PA14 stated that they
always overlooked disabled users unless catering to them could
yield a profit. PA8 stated that: “In our case, we don’t prioritize it
because it requires significant investment and development capabili-
ties, which only large companies or studios can afford. For smaller or
medium-sized companies...it [VR accessibility] becomes a lower prior-
ity.” PU17 stated that considering VR accessibility depended on the
size of the target user group; if the target user groups were small, VR
accessibility was not considered. PA7 and PU12 considered that ac-
cessibility was prioritizedmore in B2C (business-to-customers) than
in B2B (business-to-business) and B2G (business-to-government)
VR projects. Furthermore, some VR practitioners stated that lack
of professional knowledge and teams was one of the reasons for
unconsidered VR accessibility (PA2, PA13, P18).

Hardware Issues.Most VR practitioner participants indicated that
hardware issues were an important reason for not considering VR
accessibility. PA14 considered that VR headsets still have many
limitations, as they might be uncomfortable for some users to wear.
PA14 also stated that if they encountered accessibility issues caused
by hardware, they often had to compromise. PU17 stated that: “Some
hardware manufacturers may have established industry standards
for accessibility, but there is a gap between hardware manufacturers
and software development.”

Respondent Perspectives.Most VR practitioner respondents
indicated hardware issues as a key reason not considering VR acces-
sibility (mentioned 105 times). Furthermore, some VR respondents

0 20 40 60 80 100 120

Others

Unclear target user group

Issues with complex technical solution

Funding and market issues

Issues with resource design and creation

User experience and interaction issues

Physical and environment limitation

Lack of knowledge and training

Hardware issues

10

43

71

79

80

84

88

93

105

Figure 5: Reasons for not considering VR accessibility by VR
practitioner respondents.

indicated other reasons for not considering VR accessibility, includ-
ing evaluation issues and ethical issues (mentioned 6, and 4 times,
respectively; see Figure 5 for details).

4.4 VR Practitioners’ Challenges When
Working with VR Accessibility

Hardware Features. Most VR practitioner participants stated VR
hardware features were still an important challenge. For example,
PA13 stated that it was not feasible for users with visual impair-
ments to depend on toolkits, primarily because: “It [toolkit] cannot
physically correct vision in the same way lenses do.” Furthermore,
PU2 stated that tethered VR headsets might restrict the user’s head
movements. PA14 considered that weight reduction of VR head-
sets was one of the key factors in overcoming physical limitations.
Currently, the Oculus Quest 2 system also has a series of basic
accessibility settings, such as vision (e.g., color correction), mobility
(e.g., controller vibration intensity), and hearing [29, 73, 75, 77].
However, PA14 considered that: “ They [VR headsets] may not have
a comprehensive accessibility option or functionality within the entire
system.” Similarly, hardware issues were one of the reasons for not
considering VR accessibility (see subsection 4.3 for details about
the reasons for unconsidered VR accessibility).
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User groups and requirements. Some VR practitioner participants
considered that the diversity of disabled users and their varied
needs were the main challenges (PU3, PU5, PU10, PA13, PF15,
PU17). PU10 considered that the foundational frameworks for VR
might not cater to the diverse needs of various special user groups.
PF15 emphasized that catering to the diverse needs of users with
disabilities was a key challenge. VR practitioners (e.g., software
engineers) could not comprehensively consider the requirements
of these users. Furthermore, some VR practitioner participants con-
sidered that unfamiliarity with VR products among users or clients
could hinder the collection of high-quality requirements from them.
Meanwhile, unclear user requirements emerged as the main reason
for overlooking VR accessibility (mentioned 52 times, see Figure 5
for details on unconsidered reasons, see subsection 4.2.1 for details
about requirements challenges).

Design and Development. Some VR practitioner participants con-
sidered that there were a series of challenges in software design
and development (PU3, PU10 PU5). For example, PU10 stated that:
“There are various types of VR headsets, and their development revolves
around OpenXR. However, the most challenging aspect is to achieve
accessibility standardization for VR accessibility.” Furthermore, many
VR practitioners considered that developing VR accessibility fea-
tures was a complex task. For the survey with VR practitioners,
complex technical solutions were one of the reasons for not consid-
ering VR accessibility (mentioned 71 times, see Figure 5 for details;
see subsection 4.2 for details about the challenges of design and
development).

Testing and Evaluation. Some VR practitioner participants men-
tioned that testing and evaluating VR accessibility was a key chal-
lenge (PU9, PA13, PA14, PU18). PA14 shared a case that: “We thought
they [users] would be easy to test when salespeople demonstrated it
to users, but in reality, users felt pressured during the testing process.
For users with disabilities, it might pose an even greater challenge.”.
PU9 stated that: “It’s difficult to...find disabled users for testing. Be-
yond that, it [recruits users with disabilities] raises ethical issues.”
(we discussed some challenges regarding testing and evaluation in
subsection 4.2.3).

Insufficient Professional Knowledge. Some VR practitioner partici-
pants considered that insufficient professional knowledge was a key
challenge (PU5, PA7, PU12, PA13). PA15 stated that they encoun-
tered many challenges when communicating with users who are
deaf and hard of hearing, such as “Our company currently doesn’t
have trainers specialized in communicating with deaf and mute peo-
ple, so we can only rely on written expressions. We communicate
through written text to facilitate understanding.” Furthermore, PF15
stated that lack of consideration for users with disabilities could
lead to psychological harm and even legal issues, especially when
presenting content that users might find distressing or terrifying.
Interestingly, PU12 shared an example reflecting culture conflict:
“Their point was that it is a traditional cultural heritage or architec-
ture that should be treated with seriousness, and we shouldn’t make
it too playful [VR for Culture and Tourism].” For the survey with VR
practitioners, the lack of knowledge for testing and evaluation was
one of the reasons for unconsidered VR accessibility (mentioned 93
times, see Figure 5).

5 DISCUSSION AND FUTUREWORK
In this section, we discuss the findings of the insights gained from
our study and propose a series of future research directions.

5.1 Understanding VR Accessibility from the
Perspectives of VR Practitioners with
Different Backgrounds

VR practitioners from different professional backgrounds signif-
icantly influence their perception of VR accessibility. Specifically,
VR practitioners with more years of experience are typically more
familiar with VR accessibility. However, VR practitioners in spe-
cific job roles, such as audio and visual designers, VR testers, 3D
modelers, and VR business analysts, may not be as familiar with
VR accessibility. These VR practitioners often have varied educa-
tional backgrounds, such as art, media, and software engineering.
Although traditional software accessibility is a well-established area
of study in design and computer science education [9, 13, 21, 35, 95],
the integration of VR accessibility into VR-related education re-
mains a significant gap. Some VR practitioners noted that new
employees or graduates often lack an understanding of VR accessi-
bility, as they did not understand the concept of accessibility during
their university education. Traditional software practitioners also
considered that education is a key factors limiting understand-
ing of accessibility [9], but VR may presents additional challenges
and limitations. Furthermore, we found that a lack of professional
knowledge is still a significant challenge. While this aligns with the
challenges of traditional software accessibility, specific VR products
may require collaboration among experts from different fields to
enhance their inclusivity and usability. For example, VR culture
tourism products, which are typically aimed at the general public
[121], may also attract visitors from special user groups. However,
it remains a questions how VR culture tourism products can sup-
port disabled users experiencing culture tourism at home or on-site
[121]. Therefore, we believe that specific VR products necessitate
collaboration among experts from diverse backgrounds to better
integrate VR accessibility with other human aspects such as age,
gender, culture, and motivation.

VR practitioners with experience in traditional software design
and development are more familiar with the importance of VR
accessibility, especially project managers and team leaders. This
disparity can be attributed to the more mature of accessibility in
traditional software (Web Content Accessibility Guideline (WCAG)
was initially released in 1999) [6, 40, 68, 69, 113].

Overall, our discussion highlighted factors that limit the under-
standing of VR accessibility, including job roles, experience, and
educational background. However, we did not comprehensively
explore additional human-centric aspects such as geographical, cul-
ture, economic, personal value and so on [48, 49]. Future researchers
should focus on how these human aspects influence VR practition-
ers’ understanding of VR accessibility in design and development.
Additionally, we recommend a comprehensive investigation open-
source VR projects and VR App stores to assess the VR accessibility
and inclusivity of specific VR products for users with disabilities.
Such studies would help VR practitioners and researchers better
understand of the true thoughts and needs of end-users.
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5.2 VR Accessibility Requirements
User needs and requirements are the initial phase of the software
development life cycle, where eliciting high-quality user needs is a
crucial factor for the success of software projects [5, 127]. Despite
this, non-functional requirements, particularly accessibility require-
ments, are often overlooked by software development teams [9, 17].
Similarly, we found a similar trend among VR practitioners, who
frequently overlook VR accessibility requirements, especially dur-
ing the requirements elicitation phase. VR teams, especially those
developing VR products for general end-users, are more likely to
overlook VR accessibility requirements. Some VR practitioners
mentioned that addressing special user needs with accessibility
requirements presents significant challenges. Recent work indi-
cated that while requirements engineering (RE) methods provide
various strategies to enterprises, there is difficulty in employing
appropriate RE methods for specific VR products, such as gaming
and health [58]. Moreover, some practitioners noted that the initial
requirements for VR games originate from the market rather than
user needs. Thus, overlooking VR accessibility requirements in the
early stage may align with business strategies and objectives, but
could affect the inclusiveness of VR products. Furthermore, the
efficacy of RE methods in meeting VR accessibility requirements is
currently uncertain.

Furthermore, a VR practitioner highlighted a novel application
in which they used the VR platform to gather user requirements for
a specific architectural design. Recent studies suggested using VR
visual simulators to simulate and capture accessibility requirements
for users with visual impairments [115, 116]. This approach can help
users experience the perspective of visually impaired users through
a first-person perspective and facilitating a comprehensive series
of RE activities within a virtual environment. Therefore, we believe
that researchers focus on using VR technology in higher education
to enhance students’ understanding of first-person perspective from
users with disabilities and the immersive experience.

5.3 Incorporating VR Accessibility in Design
and Development

Compared to traditional software design and development, VR
software design and development is less mature. Some industry
reports and studies highlight unique characteristics of VR software
design and development, such as immersive experiences, complex
development processes, specialized hardware requirements, user
interaction behaviors, development costs and tools, physical activ-
ity, and social aspects [23, 61, 76, 81]. These unique characteristics
introduce new challenges for VR software projects. Some VR practi-
tioners point out that integrating accessibility requirements into VR
design and development can increase more uncertainty and project
costs, a challenge also known in traditional software accessibility
design and development. However, identifying more appropriate
accessibility design and development strategies for specific VR ap-
plications remains a significant research gap. Additionally, the field
of software engineering (SE) lacks a focus on VR-related research.
Future research can also explore whether traditional SE theories
adequately address the unique needs of VR software design and
development.

Furthermore, designing and creating accessible digital content
in VR, such as UI elements, visual and audio components, or 3D
assets like 3D avatars and scenes, presents unique challenges [24,
65, 93, 123]. Some VR practitioners point out that VR accessibility
requires a significant amount of resources, such as animation for 3D
avatars and audio assets. However, this can lead to increased project
management pressure, large project files, and even complications
during resource iteration.

Previous work explored VR accessibility toolkits, including vi-
sual and auditory simulators, which have been shown to enhance
the interaction and experience of disabled users in virtual environ-
ments [93, 124]. However, we found that some VR practitioners
do not use these open-source toolkits in VR accessibility design
and development processes. They are also concerned regarding
the evaluation of these toolkits. Additionally, VR respondents also
gave negative feedback. Reasons for this may include: toolkits not
meeting specific VR scenario requirements, and outdated project
versions. Therefore, we recommend that VR practitioners and re-
searchers continuous update and improvement of VR accessibility
toolkit. It is also crucial to improve collaboration with the industry
stakeholders to evaluate the usability of VR accessibility toolkits in
industrial VR software projects.

In recent years, the introduction of advanced VR and Mixed Real-
ity (MR) features like XR headsets released by Apple Vision Pro [4]
and Oculus Quest 3 [74] has diversified the market. However, the
variety in models, prices, functionalities, designs, interactions, and
hardware specifications among VR headsets is not standardized.
Therefore, VR practitioners may need to develop multiple versions
of VR projects to accommodate different VR headset models. Some
VR practitioners mentioned that hardware issues are significant yet
often overlooked factors that pose challenges in VR accessibility
design and development. Although OpenXR provides a common
API, some VR practitioners considered it does not adequately ad-
dress VR accessibility issues [1]. Furthermore, some VR headsets
can support basic accessibility features, such as for visual impair-
ments. However, there is a lack of empirical research to confirm
their effectiveness. Therefore, I recommend that future research in
VR comprehensively evaluate whether current VR or XR headsets
adequately meet the needs of users with accessibility requirements.

5.4 The Need for Better VR Accessibility Testing
and Evaluation Standards

Software testing is a pivotal area of research in SE, with the testing
software accessibility emerging as a significant research direction
[15, 107]. Previous studies developed various methods and tools to
enhance the quality of software accessibility testing. A previous
study also introduced an open-source solution for evaluating basic
VR accessibility features within virtual environments [102]. How-
ever, a recent case study indicated that the majority of open-source
VR projects lack any form of automated testing [92]. Meanwhile, we
found that most VR practitioners do not use tools or open-source
frameworks for evaluating VR accessibility features. They still rely
on stakeholders to test VR accessibility features. Moreover, some
VR practitioners faced challenges in recruiting disabled users for
testing and the potential ethical risks. So, we proposed a hypothesis:
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VR simulators could potentially be used to test and evaluate the ac-
cessibility of VR products in the future [115, 116, 124]. Additionally,
we found that general VR products may not adequately prioritize
evaluating their compliance with accessibility and inclusivity stan-
dards. We also found that most VR practitioners do not refer the
XAUR guidelines to evaluate VR accessibility features. A significant
reason is that VR practitioners are unaware of the immaturity of
XAUR. Therefore, there are significant gaps in the testing and eval-
uation of VR accessibility. We recommend that researchers develop
efficient methods and tools for VR accessibility testing and enhance
the XAUR guidelines in industry.

Overall, we recommend that researchers should focus on compar-
ing VR practitioners’ self-assessments of VR accessibility with user
feedback on the accessibility of VR products, particularly across
different phases of the software development life cycle.

6 LIMITATIONS
Our sample does not represent all VR practitioners. To mitigate sam-
pling bias, we recruited interviews from various platforms and chan-
nels. Nonetheless, most interviewees in our sample self-identified
as male, consistent with the gender-biased software development
profession (more than 90% of the software developers are male [97]).
Hence, the attitudes of the interviewees towards VR accessibility
may not represent the attitudes of all VR practitioners. However,
their responses provided novel and valuable insights into the in-
terviewees’ understanding and VR accessibility practices in the
industry, which is the main objective of our study. Finally, our
study may be subject to selection bias. For instance, the data from
respondents might be overly optimistic, overlooking cases of failure
in VR accessible design and development. We also acknowledge
that there are still many issues with the accessibility of VR products
in the industry, including existing VR products.

To mitigate survey bias, we recruited respondents from various
regions in different types of platforms and channels. However, our
survey mainly provides a broad statistical description and does not
provide detailed analyses based on specific attributes (e.g., human
aspects, incl. regions, cultures, and so on). Therefore, we suggest
that future researchers collect more diverse survey data and provide
deeper insights into the statistical nuances of the data.

Overall, our study used a mixed-methods design, incorporating
both interview-based and survey-based studies. Therefore, the re-
sults of the study should be interpreted with these limitations in
mind.

7 CONCLUSION
In this paper, we presented findings from interviews with 21 VR
practitioners and surveys of 202 VR practitioners to empirically
explore insights into VR accessibility. The mixed-methods design
of our study provided a comprehensive view of VR practitioners’
perspectives on VR accessibility. VR practitioners highlighted ex-
isting practices the software development life cycle and identified
various challenges related to VR accessibility, as well as reasons
for not considering VR accessibility. Finally, we concluded with a
discussion of the implications of our findings and suggested future
research directions. Our firsthand insights contribute to advancing

VR accessibility at the intersection of virtual reality and software
engineering.
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