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A B S T R A C T
[Context] Artificial intelligence (AI) components used in building software solutions have
substantially increased in recent years. However, many of these solutions focus on technical
aspects and ignore critical human-centered aspects. [Objective] Including human-centered
aspects during requirements engineering (RE) when building AI-based software can help achieve
more responsible, unbiased, and inclusive AI-based software solutions. [Method] In this paper,
we present a new framework developed based on human-centered AI guidelines and a user
survey to aid in collecting requirements for human-centered AI-based software. We provide a
catalog to elicit these requirements and a conceptual model to present them visually. [Results]
The framework is applied to a case study to elicit and model requirements for enhancing the
quality of 360° videos intended for virtual reality (VR) users. [Conclusion] We found that our
proposed approach helped the project team fully understand the human-centered needs of the
project to deliver. Furthermore, the framework helped to understand what requirements need
to be captured at the initial stages against later stages in the engineering process of AI-based
software.

AI-based software systems are rapidly becoming essential in many organizations [1]. However, the focus on
the technical side of building artificial intelligence (AI)-based systems are most common, and many projects, more
often than not, fail to address critical human aspects during the development phases [2, 3]. These include but are
not limited to age, gender, ethnicity, socio-economic status, education, language, culture, emotions, personality, and
many others [4]. Ignoring human-centered aspects in AI-based software tends to produce biased and non-inclusive
outcomes [5]. Shneiderman [6] emphasizes the dangers of autonomy-first design in AI and the hidden biases that will
follow. Misrepresenting human aspects in requirements for model selection and data used in training AI algorithms
can lead to discriminative decision procedures even if the underlying computational processes were unbiased [7]. For
example, a study by Carnegie Mellon revealed that women were far less likely to receive high-paying job ads from
Google than men [8] due to the under-representation of people of color or women in high paying IT jobs.

Studies on human-centered design aim to develop systems that put human needs and values at the center of software
development and clearly understand the context of the software system’s usage [2, 9]. These human values include
security, tradition, achievement, power, etc. [10]. Increasingly more research resources are being invested in developing
human-centered AI solutions. Large organizations such as Google, Microsoft, and Apple are moving towards including
human-centered values when building AI-based software [11, 12, 13]. These large organizations have now devised
explicit guidelines for building human-centered AI systems. While these guidelines provide an excellent platform,
they mainly focus on the design phase of software development and not on requirements engineering (RE).

Recent research efforts in RE have focused on including human-centered requirements in building software
solutions, such as emotions [14, 15, 16, 17, 18, 19], gender [20, 21], power and politics [22], personality traits [23, 24],
age, [25], and mental and physical challenges [26]. For example, Miller et al. [27] argued that “emotions should
be considered as first-class citizens in software engineering methodology" and acknowledged the fact that software
engineers usually overlook emotion when building software systems. Other studies have stressed that emotions are
usually neglected when it comes to RE [28]. Perera et al. [29] emphasized the importance of including human values
early on in RE.
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Although this is a growing research area in RE, there are limited studies that focus on including requirements
for human-centered AI-based systems. We examined the studies presented in our systematic literature review (SLR)
[30, 31] and a mapping study [32] on RE for AI (RE4AI) and found that most AI-based software lacks human-centered
approaches when writing and modeling requirements, and existing research mainly focused on explainability, trust,
and ethics with limited empirical evaluations.

We propose a new framework to specify and model requirements for human-centered AI-based software. The
framework is based on industrial human-centered guidelines, an analysis of studies obtained from the literature, and a
user survey. The survey identified the guidelines and human-centered aspects that should be addressed and prioritized
during RE. Results from the survey were used as a baseline to build the RE for human-centered AI (RE4HCAI)
framework. The framework is then evaluated in a case study, and requirements are elicited and modeled for a system
that uses AI to enhance the quality of 360° videos for virtual reality (VR) users. The purpose of the AI-based software
was to improve the quality of experience (QoE) and quality of service (QoS) for systems streaming and rendering 360°
video contents. We discovered that some requirements could not be identified during the early stages of the project due
to the black-box nature of the AI and the difficulty in explaining how it would respond to the available data. Therefore,
a more iterative RE approach should be used to write requirements for AI-based software.

The key contributions of this research can be described as follows:
1. We present a new framework to help elicit and specify requirements for AI-based software. The framework

is based on the industry’s human-centered AI development, an SLR, and an expert survey. As part of our
framework, we provide a catalog to aid in eliciting requirements for AI-based software. The framework further
provides a conceptual model to present the requirements visually.

2. We apply and evaluate the framework on a case study that uses AI to enhance the spatial quality of 360° VR
videos and report on our findings.

The rest of the paper is structured as following: Section 1 provides a brief background related work. Section 2
presents details of our framework. Section 3 reports on implementing the framework and modeling language on a
software system to enhance 360° videos for VR users. Section 4 discusses key results and summarizes emerging
theories. Section 5 addresses threats to validity. Section 6 discusses related work, and section 7 concludes.

1. Background and Motivation

The studies that focus on human-centered approaches are selected from an SLR [30, 31] that we conducted on
RE4AI. These papers include studies on emotion for a human-centered social robot [33], understating expectations
and limitations of AI-based software [34], identifying and mitigating human-centered issues related to fairness and
biases [35], ethics [36, 37], explainability [38, 39, 40, 41], and trust [42]. Next, the industrial guidelines on human-
centered AI development are analyzed, specifically Google’s PAIR guidebook [11], Apple’s human interface guidelines
for building ML applications [13], Microsoft’s eighteen guidelines for human-centered AI interaction [43] and the
machine learning (ML) canvas [44]. We note that ML Canvas does not directly address the human-centered aspect.
Nevertheless, we chose to include ML Canvas for its relevance to our work as the ML Canvas complemented the
industrial guidelines by providing means for capturing relevant information for building ML models, e.g., ML business
needs, decisions, data sources, and evaluation, and it facilitates collaboration between different stakeholders.

The gathered requirements from the SLR and the industrial guidelines are summarized, mapped, and categorized
into six areas to build human-centered AI-based software. The categorization of six areas aligns with the five categories
proposed in Google PAIR, and the sixth area identifies the human-centered approaches used when selecting and training
an appropriate AI-based model [45]. Each area is explained in detail below as follows:
1.1. Area#1 Requirements for User Needs

The first area focuses on ensuring that the user needs are captured first when building AI-based software,
documenting the limitations and capabilities, what the system can do, how well it can do its assigned tasks, and
identifying the users and stakeholders. Other factors include how the user will interact with the system and what
approaches should be selected to match the user’s needs. Is the system going to be proactive or reactive? For example,
in a proactive system, Google search provides a list of results based on the users’ entered keywords. The next step is
to determine if the user is aware of the AI feature. Visible features are when the user is aware of the AI component,
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such as having auto-complete trying to guess what the user wants to input next. Invisible features are when the user
is not aware of the AI feature. For example, a map would gather real-time data on traffic to provide the best route to
users [11, 12, 13, 44].

Next we need to find if the system is going to automate or augment the user’s needs? For instance, any task that does
not require human oversight can be automated by AI-based software. Any task that the user enjoys or requires a human-
in-the-loop can be augmented by AI to improve the user’s experience and efficiency. Finally, evaluating the choice of
reward function should be specified. How will the AI choose between right and wrong predictions? For instance, in
case of binary classification, a learned AI model can make four different predictions, i.e., true positives (TP), true
negatives (TN), false positives (FP), and false negatives (FN). The two reward functions available are precision and
recall. Precision is the proportion of correctly picked TP out of all the TP and FP. The system is more confident that the
outcome is correct with higher precision. A flight booking app with high precision would predict the cheapest flights for
a specific date but might miss out on some flights. In contrast, recall is the proportion of correctly picked TP out of all
the TP and FN. Higher recall provides the confidence that the system has included all relevant results [11]. In a search
system with high recall, all the results relevant to the search query are retrieved, potentially also including results that
might not be relevant. Evaluating the reward function will depend on the specific task and domain of the AI application
used [46]. The decision to go for either would be based on the trade-off from selecting precision vs recall. Therefore,
when evaluating the reward function, a list of trade-offs should be documented to justify the selected function.
1.2. Area#2 Requirements for Model Needs

The second area includes documenting requirements for model needs. How do we choose an algorithm that will
optimize the satisfaction of stakeholders’ needs? Do we need a system that is explainable or accurate? For example, shin
et al. [47] look for ways to reduce cost by experimenting with different algorithms and found that some algorithms can
produce better outcomes with lower costs. However, these algorithms might lack in other aspects, such as explainability.
In contrast, different algorithms might provide a better explanation but with predictions with lower confidence [48].
The choice of algorithm will also depend on the user’s needs for the system. Thus as explained by Berry [46], as part
of the requirements specification for AI, one needs to clearly specify the possible settings of each variable in a given
AI algorithm, applied to a particular task in a given context.

A learned model (LM) as defined by Berry [46] “is the result of an instance of ML or deep learning (DL), whether
the LM is taught, self-taught, or both with relevant real-world (RW) data”. How will incoming data affect the model
training? A dynamic system is trained online and improves as the user interacts with the system and often involves using
feedback. A static system will improve with system updates and is trained offline. For example, an image recognition
model that depends on data that does not change over time, will need updates with new releases, or else the LM might
render extremely biased or useless after a while [13].

Model selection depends on the choice of algorithm and can include supervised, unsupervised, and re-enforcement
learning. When training the system, we need to specify a threshold for when to avoid over-fitting or under-fitting
training the data and select tools that will be used to evaluate the learned model. Also, deciding on how the learned
model will improve should be specified. Does the system need a dynamic model that updates and trains online or a
static system that improves only with updates? When tuning the learned model, the types of feedback, user behavior,
and training data used in model tuning, and adjust the parameters accordingly should be considered[13, 44, 11].
1.3. Area#3 Requirements for Data Needs

The third area focuses on data needs and data collection methods. Data collection includes the type and amount of
data needed. Once data collection methods are specified, data requirements, including quality of data used, security,
privacy settings, and fairness, should be considered. Data quality includes five components: accuracy, completeness,
consistency, credibility, and currentness. 1) Having correct data will ensure accuracy. 2) Completeness refers to the
availability of all attributes and events associated with the data. 3) Consistency is having no contradictions in the data
used. 4) Ensuring credibility by having truthful data. 5) And finally, currentness means that data must be collected
within the correct time frame [49].

Data quantity focuses on data being diverse. And data quality addresses the completeness, consistency, and
correctness of data being used [50]. Selecting data should include identifying features, labels, and sampling rates.
Labels identify the features needed to train the ML model, such as labeling a scanned image of a tumor as malignant.
Explicit labeling is done manually, and implicit labeling is when the model learns the pattern independently. Examples
represent a row of data and contain features, and labels represent descriptions given to data. More samples in the dataset
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ensure diversity but also increase costs [47]. In this case, a threshold should be identified to set the amount of data
needed within the given budget.

Identifying and reporting biases in data must be addressed. Such biases can include automation, selection, group
attribution, etc. Automation biases are when preferences are selected based on automated suggestions from the system.
Selection bias usually happens when data is not collected randomly from the target population but rather selected based
on the stakeholder’s requests. Group attribution assumes that an output suitable for an individual will have the same
impact on everyone in the group. Identifying key data characteristics should be set early on to avoid discrimination
and biases [11, 43].
1.4. Area#4 Requirements for Feedback and User Control

This area deals with identifying and finding which kinds of user feedback need to be established in RE when
building AI-based systems. Different types of feedback include implicit, explicit, and calibration. Implicit feedback
provides information about the user’s interaction, preferences, and behavior of the system. Examples of implicit
feedback would include accepting or rejecting a recommendation, times of use, number of hours, when or how many
times the user logged on, etc. Explicit feedback is provided by the user when requested by the system, and this might
include surveys, forms, ratings, written feedback, likes, or dislikes. Calibration is the initial information the system
might need from the user to function, such as scanning your fingerprint for the first time to activate touch ID.

It is essential to identify how and when the feedback will be used in model tuning and what changes it will have
on the AI-based system. When asking for feedback, privacy measures should be considered to secure it. Also, give the
user a choice to dismiss the feedback if they wish. Allowing the user to feel that they are in control over the system
is an essential aspect of human-centered AI and can depend on a number of factors. Providing the user with control
can be achieved by either giving them full control of the system in case of a failure or providing them with multiple
options to choose from [11, 43, 13].
1.5. Area#5 Requirements for Explainability and Trust

Explaining AI-based systems reasoning can include providing explanations to both the end-user and other
stakeholders. From the stakeholders’ point of view, explainability requirements should include setting expectations
of what the system can do and how it can do it and explaining the system’s limitations and capabilities. On the other
hand, explaining to the user will involve the data used and informing them about changes to the system that might
happen with updates or learned machine improvements. Explaining predictions can be explained by either providing
an example or displaying confidence. Confidence could be displayed in many ways depending on the situation and the
AI-based system. Each situation should be evaluated to find an appropriate method to show confidence.

Explainable requirements can often conflict with others, such as performance and cost. It might be cheaper to build
systems that are not very explainable with better performance [41]. Therefore, it is vital to calculate the trade-off when
favoring explainable system or when explaining a system and identify how it might conflict with other requirements.
Schoonderwoerd et al., [39] indicate that explanations should be provided based on a specific context, with the need
to identify which explanations should be provided and when. However, in some situations, explainability might be
important to ensure compliance with the European Union’s General Data Protection Regulation (GDPR) [51, 52]. In
this case, other measures would need to be considered.

Providing realistic expectations helps users and stakeholders to avoid over-trusting the AI-based software.
Explainability requirements might occur during the building process or after the AI-based model is deployed. In [53]
explainability requirements are divided into four components to include: Who the explanation is addressed to, what
needs to be explained, when should the explanation happen, and who explains? Also, explanations should consist of
consequences that might occur due to an action performed by the user. Using confidence can be a way to provide an
explanation to users. However, it is essential to determine when and how to display predictions, as sometimes showing
confidence could lead to mistrust [11].
1.6. Area#6 Requirements for Errors and Failure

None of the studies in the RE4AI literature mention the need to address errors in RE when building AI-based
systems [31]. The focus of most industrial guidelines is on designing AI-based software with a human-centered
approach and does not focus on RE. Our survey results [45] show that practitioners working on AI-based systems
wanted to know how to deal with errors and specify error sources during RE. The different error types include
background errors, context errors, and system limitations. Some errors are more difficult to identify and are invisible to
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the end-user, such as background and context errors. Context errors happen due to several reasons and can be avoided
by ensuring the user has a good understanding of how the system works and making sure the system is aligned with
their needs. They are usually an outcome that is a true positive yet does not provide a prediction that is in line with the
user’s needs.

Error sources include system, incorrect predictions, data, input, and output errors. Data errors happen with
mislabeled data and can be due to either poor training or inaccurate labeling. Prediction errors can occur when an
incorrect model is used, the data is not comprehensive, or missing some critical elements. Input errors happen when
users input unexpected data and can be due to user’s old habits or having an abusive user. Output errors are when
the system provides a prediction that is low in confidence or an irrelevant output but high in confidence. And finally,
system errors would happen when multiple systems using AI integrate or depend on each other. We need to identify
error types and sources in RE and mitigate them by providing an action plan for how they should be addressed and fixed
[13, 11, 43].

2. A Framework to Manage RE for Human-centered AI-based systems (RE4HCAI)

This section presents the RE4HCAI framework (as illustrated in figure 1) for eliciting and modeling requirements
for human-centred AI-based systems. The framework consists of three layers. The first layer in Section 2.1, presents the
human-centered guidelines that should be included in RE. The guidelines are combined and mapped into a reference
model. The second layer presents a catalog (provided in the appendix) to help elicit requirements for building human-
centered AI-based software, this layer is discussed in Section 2.2. The last layer proposes a modeling language to
present the requirements visually as explained in section 2.3.

Identifying Human-centered AI components Collect Requirements Model Requirements 
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Figure 1: Our proposed framework to elicit and model requirements for human-centered AI

2.1. Human-centered AI Guidelines for RE

The coverage of these six areas in RE are investigated by conducting a user survey with 29 practitioners and
researchers working on AI-related projects [45]. The participants included data scientists, machine learning specialists,
and software engineers working with AI-based software. We asked each participant to identify which of the mapped
human-centered guidelines are, or should be, included in RE based on their experience. The survey results (shown
in figure 2) confirmed that all six human-centered areas need to be specified in RE4HCAI. The survey participants
responded more favorably towards the inclusion of three areas, namely user needs, model needs and data needs, than
the remaining three areas for RE4HCAI. Thus, our evaluation focuses on user needs, model needs and data needs in
Section 3.

The six areas of the human-centered AI components that are needed to be considered in RE are mapped to present
a reference model that showcases the overall layout of the framework, as shown in figure 3. Each Area presented in the
reference model is explained further in the background Section 1.
2.2. Catalog for Collecting Requirements

In this section, a catalog of human-centered AI requirements is presented, along the six areas in our framework.
The gathered human-centered requirements and the mapped requirements from the SLR are listed in a tabular format
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Figure 2: Human-centered needs for AI and the number of times they were selected by the participants

to form our catalog. The catalog can be used as a checklist to elicit requirements for AI-based software and has six
sections, and each section is dedicated to eliciting detailed requirements for each of our six areas explained in the
background Section 1. The catalog is provided in the appendix.
2.3. Modeling Requirements for Human-centered AI

In the SLR, we sought any existing modeling language or requirements notations used in RE4AI. UML was the
most popular method used, as it was easier for non-software engineers to work with and learn. However, UML has
limitations as it does not support the modeling of non-functional requirements (NFR) and business rules. Goal-oriented
requirements engineering (GORE) had better support for NFR and business rules but was more challenging to learn
and was mainly used by requirements engineers and software engineers. Also, GORE could model requirements at
lower levels of abstractions than UML. Silva et al. [54] explained that using GORE to model a requirement or concept
could be presented with fewer structural diagrams than UML. However, UML is more widely known and used than
GORE, also, GORE was reported to be more difficult to learn among non-software engineers [55, 56].

Looking at the different roles from the survey, we found that around 25% of the people involved in building AI-
based software were software engineers and requirements engineers. Data scientists and ML specialists contributed to
around 27% of the team building AI-based software. Other roles included system and business analysts, developers,
and researchers, as shown in figure 4. Due to the diverse nature of team structure in building AI-based software and the
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Figure 3: Diagram showcasing the reference model for RE RE4HCAI

need to use more specific modeling concepts to reflect on the process provided in the framework, we decided to create
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Figure 4: The different roles of participant in the user survey
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Figure 5: First level of the modeling framework showing the six different area’s of the RE4HCAI

a conceptual model for RE4HCAI framework; as conceptual modeling allows for precise concepts to be modeled as
well as presenting a holistic view of the application [57].

Our conceptual model consists two levels. The first level presented in figure 5 provides a holistic view of the system
requirements. We use an oval shape notation to list the main goal that needs to be addressed (notations in table 1). For
example, in the case study we conduct in Section 3 that goal would be enhancing the quality of 360°videos by four
times. This goal would connect to the six sub-models to include area#1 user needs, area#2 model needs area#3 data
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Table 1
Legend

Notation Explanation Notation Explanation

Displays a capability of the
AI-based system (What the
AI component of the system
CAN do)

Displays a limitation of the
AI-based system (What the AI
component of the system can
NOT do)

Display the need for the sys-
tem

Showing the trade-off be-
tween two choices made (e.g.
selecting precision vs recall)

Display a decision or choice to
be made

Display the goals needed for
the system to be built, goals
can be functional require-
ments

A process or task that needs
to be achieved

An attribute or property that
is needed for a process

Shows the different users in-
volved in building the systems
or end-users

Displays databases or data
sources used in building the
system

Direction the data flows in Data flow that needs to be
evaluated

needs, area#4 feedback and user control, area#5 explainability and trust, and area#6 errors and failure. For each area
we use a UML class diagrams to present it. Each area contains the main attributes listed in the reference model in
figure 3. The second level consist of a sub-model to show each area in further detail. We provide the notations to
model these requirements in table 1. When building the visual notations for our language we attempt to comply with
the nine principles of notations [58] to reduce the complexity and cognitive load for visual notations in SE modeling.
We use different shapes, textures, icons, and colors to present our notations.

Goals are presented using an oval shape, and each need includes the components modeled in the sub-models. Since
our framework focuses mostly on needs, we use a square with dash-lines to visually emphasize the concept of needs.
Elongated hexagons are used to present processes or tasks. Trade-offs are displayed using an equilateral octagon.
Limitations and capabilities are modeled using rectangles to show what the AI component can and cannot do with
limitations shaded in yellow to differentiate between them visually. Icons were used to present attributes(folder icon),
users (stick icon), and data sources (database icon). And finally, the components are joined using connectors to either
show the flow of data or evaluate the data.

When presenting the models, we use blue tick icons on notations to represent the parts that are belong to the
framework. The notations that do not include a blue tick icon are system specific, as show in figure 6. System
requirements will change when modeling a different AI-based system.

3. Case Study Application and Evaluation
This section describes the process we used in designing, selecting, and conducting the case study in order to

implement our proposed framework. Our case study answers following research questions (RQs):
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Goal

TaskNeed

Goal

TaskNeed

Decision Decision

Generic architectural 
requirements based on the 

framework

System requirements

Figure 6: The blue icon used with modeling notations show the difference between architectural and system requirements

• RQ1. How does our RE4HCAI framework fare for eliciting and modelling requirements for human-
centered AI software? RQ1 aims to assess the usefulness of our framework in eliciting and modelling
requirements. It further contrasts the RE process before and after the implementation of our framework in the
case study.

• RQ2. How can the RE practices be aligned in the life cycle of AI projects? RQ2 aims to provide an
understanding and alignment of the RE practices in AI-based software development projects.

The case study is conducted following the guidelines presented in [59] and the steps provided in [60] to investigate
how our framework could contribute to engineering AI-based systems with a human-centered perspective. The
main reason for conducting this study was to find how to extract requirements for building human-centered AI-
based software? And if implementing the framework presented benefited the process? The catalog is used to elicit
requirements for the AI system, to identify user needs, model needs, and data needs as presented in tables 2, 3, and 4.
These requirements are then modeled, as shown in Figs. 8, 9, and 10.
3.1. Study selection

When selecting the case studies we had the following selection criteria in mind:
• Software project with a major AI component. Since our framework focuses on RE4HCAI, we required a

project that had a major AI component to be able to answer our RQs, and ideally a human-centric project that
involved interaction with users at the centre of it.

• Project Maturity. The project should be at a reasonably mature stage of development, but ideally still under
development. This criterion was motivated by our previous experience were experts tend to miss out on details
in projects which have been already completed. Furthermore, in order to address RQ2, we required a project
were the requirements had been established using traditional methods.

• Availability and background of the expert. We needed to select a project with experts that had the requisite
knowledge on the AI component of the system so we could elicit and model the requirements for model and
data needs. Also, the case study required substantial time commitment from the expert(s), and hence we sought
projects were at least one expert agreed to the time commitment.

Our case study on VR-360° video enhancer matched all the criteria noted above. It builds on a DL model to
enhance the quality of 360° videos for VR platforms, and hence has a major AI component - first criteria - and the
video enhancement is done for the education and entertainment purposes of the users streaming VR videos. The project
was at later stages of development, the requirements of the project had been finalised in the form of a software feature
plan, and most of the features had been implemented already - second criteria. Furthermore, we had access to the main
ML expert of the project, who developed the AI component and agreed on the time commitment - third criteria.
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3.2. Data Collection
We collected data over four sessions with the ML expert. Of these four sessions, three were dedicated to

extracting and modeling the requirements for the project and a fourth session to evaluate the modeled human-centered
requirements. The ML expert who built the AI project, and ended up being the fourth author, had no prior background
knowledge of how our framework or the modeling language worked. They were given a brief overview of our
framework in the first session and further explanation on it in the fourth session. In the fourth session, we identified
which of the requirements were needed before the start of the project. In other words, these were the requirements that
ML expert deemed important for them to have known ideally at the start of the project. However, they were not known
at the actual start of the project.

We note that we could elicit and model the requirements only for the first three areas of the framework
collaboratively. This was the case due to the limited availability of the ML expert and the fact that the elicitation
and modeling for each area (as noted below) requires major time commitment. While we would have ideally wanted
to cover all six areas, however, we had a choice of covering a subset thoroughly or cover all areas superficially. We
made the former choice, which is in line with our survey findings that the first three areas are the most focused areas
by practitioners when eliciting requirements [45].

In the first session, the ML expert gave an overview of the project, and the expert was given a brief overview of
the motivation of the study. The expert was further given a brief overview of the framework. The first session was
dedicated to collaboratively first eliciting and then modeling the first area user needs. The first session was the longest
and lasted ≈4 hours and was divided into two periods. In the first half, the requirements were elicited, and the second
half consisted of modeling the requirements. The second session was dedicated to the second area model needs. The
session took ≈2.5 hours and was done over two periods. Similar to the first session, the requirements were elicited
in the first half, followed by modeling the requirements in the second half. In line with the first two sessions, the
third session was dedicated to eliciting and modeling the third area data needs. The session took ≈3 hours over two
periods. The fourth session took two hours, and we evaluated all three models as a whole. We instructed the ML expert
that they were free to suggest any changes to the elicited and modeled requirements from the three sessions. The ML
expert reflected on the comparison between the RE process followed originally in the project and the sessions using
our framework and the holistic view of the system is presented in figure 7.

Enhancing the quality of 
3600 videos by four times

Data Need Requirements

+ ID:type = D1
+ Name:  FirstDataNeed
+ Text: Data needs for for enhancing 3600 videos 
+ Does data match user needs?  Yes

+ Data source: public 
+ Features: color, format, size, representation
+ Labels: n/a
+ Sampling rate: 20 frames
+ Examples: video frame
+ Feedback used as data: no
+ Constraints: quality + size
+ Biases: videos limited to a size

User Need Requirements

+ ID:type = U1
+ Name: FirstUserNeed
+ Text: User needs for enhancing 3600 videos 
+  Is target for AI: Yes

+ User interaction: reactive 
+ User awareness: Invisible 
+ Approach:  Automation 
+ Reward Function: Loss function

Model Need Requirements 

+ ID:type = M1
+ Name: FirstModelNeed
+ Text: Model needs for for enhancing 3600 videos 

+ Algorithm optimizing for: accuracy 
+ Type: supervised 
+ Training: static
+ Tools: (PSNR / SSIM)

Figure 7: Model presenting holistic view of the requirements elicited for enhancing the quality of 360°video

3.3. Improving the Quality of 360° Videos
The case study was conducted on a project that uses deep learning (DL) to enhance the quality of 360° videos for

VR platforms [61]. Current approaches to building 360° videos can capture and facilitate the immersive and interactive
viewing experience. However, the quality of the final product can degrade due to the limitations of consumer-grade
hardware, bandwidth streaming constraints, and processing that requires stitching videos from multiple cameras
[62, 63, 64]. The proposed solution was to enhance the quality of the final product using AI-based software.
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Table 2
Identified user needs requirements for the 360 video enhancer. * requirements that could be specified before testing the
data on the selected model

Identify need for AI?
Who are the users * VR users who could watch enhanced 360 videos offline
Why do we need the system * Improving the immersive experience for viewers
What is the system used for * Entertainment and teaching

Systems capabilities
Limitations * Limitations to the user: the need for VR equipment

with high rendering capabilities
Limitations to stakeholders: Hardware resources and
processing time

Capabilities Improved quality of experience
Improved quality of service

How well can the system do what it
does?

* It should improve the resolution of the video by four
times

Interaction with user ac-
tion

Proactive (User requests action) or Re-
active (Interacts with the user without
requesting)

* Reactive – as it will refine the quality of the video
without the users having to ask

Is the user aware of the
AI feature?

Visible or Invisible features * Invisible feature, the user will not be aware of the AI
component

Evaluate approach Augmentation vs Automation * Automation – not possible for a humans to be directly
involved in super-resolving videos

Reward function

* A loss function optimise model to predict correct pixel values
List potential pitfalls Loss of visual quality
How do you provide inclusion N/A

3.4. Requirements for User Needs
The first session was held to elicit requirements for identifying the user’s needs. The session started by identifying

the need for the proposed AI-based software using the catalog in the appendix. The need for the system was determined
by the quality of the existing 360° videos. Most 360° videos had low resolution, and contain artifacts and noise, thus
affecting the quality of the final product [65, 64]. The process of removing unwanted noise and artifacts was not
achievable without the AI component. Therefore, establishing the need for AI-based software.

To identify the system’s capabilities, we needed to understand what the expected system could and could not do.
System capabilities covered both the end-user and stakeholders. From the user’s perspective, the end product would
improve the resolution four times while using the same hardware equipment. Therefore, improving the QoE in either
entertainment or educational settings. The limitations affected both the end-user and the stakeholders. It was important
to list these limitations to avoid high expectations from either side. The limitations for the end-user were that users had
to own VR equipment with the capability to render high-quality 360° videos. The second limitation to the user was
that they could watch these videos only offline. Therefore, online streaming would not be possible. Furthermore, the
limitation for the stakeholder was towards building the system, which included hardware resources and time needed to
process the videos. The stakeholders needed to establish ways to improve quality without increasing expenses, which
will later link to model selection and collected data.

When modeling limitations and challenges, we found that using color helped distinguish between them visually, as
shown in figure 8. We modeled the human-centered aspects as goals, and each goal would be mapped to either a need,
process, capability, or limitation. For example, the system needed to be automated because it was not possible for a
human to do the system’s task. Processes involved actions that needed to be implemented, such as building a reactive
system that doesn’t require user interaction. Also, having different textures for the needs made it easier to identify them
visually. The advantage of modeling the first area was that it was easy to recognize limitations, capabilities, and needs
when building human-centered AI-based software.
3.5. Requirements for Model Needs

The second session involved collecting requirements for from our catalog, as shown in table 3. Area#2 helped
understand the rationale behind the selection of a given AI algorithm, and what to optimize for? The selected DL
model was optimized for accuracy as the AI model aimed to produce more accurate predictions of better-quality frames.
Model selection heavily depended on the type of optimization opted to use. In this case, regression was used as it will
always optimize for accuracy. In model needs, we noticed that most of the goals were connected to actions or decisions.
For example, the goal involved identifying model tuning techniques involved tasks such as tracking the training losses
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Identify user needs

limitations 
to the user

Limitations to 
build the system

Need for high 
rendering VR 

equipment

Hardware 
resources

Time to process

Automating the quality 
enhancement process 

without increasing 
expense

Improve quality 
of experience

Improve quality 
of service

How well can 
the system do what 

it should?

Improve 
resolution by 4 

times

Education Entertainment

Teachers Students VR users

Improve the 
resolution of 
360 videos

Reduce 
artifacts and 

noise

Limitations of 
current 

hardware to 
capture 360 

videos

Improve the 
immersive 

experience for 
VR users

Invisible Features, 
the user will not be 

aware of the AI

Reactive (Refines 
the video without user 

interaction)

Full Automation

This task is not 
possible for 
humans to 

achieve

Loss Function

Potential Pitfalls:  
Loss of visual quality

Calculate the 
trade-offs to 

optimise model to 
predict correct pixel 

values 

Can not stream 
online videos

Is the user 
aware of the 

AI?

How will the 
system interact 
with the user?

Identify 
capabilities / 
limitations Evaluate 

approach 

Evaluate 
reward function

Identify 
what the system is 

used for?
Identify the 

users?

Identify 
why we need 
the system?

Figure 8: Model presenting the requirements for User Needs

by tuning the different attributes. In cases in which goals or tasks could not be achieved, such as tracing output errors
to data, we modeled them as limitations.

Model tuning included adjusting the model to user feedback, user behavior, and output errors. For this particular
situation, user feedback would be done with a ranking scale that is given after the user watches the enhanced video.
The other form of feedback would be to perform a user study to evaluate the quality of the generated outcome from
the model. The study will involve human subjects ranking the quality on a scale of 1 to 100. This will indicate if the
human-centered perceptual quality of the predicted outcome is acceptable. If not, the plan would be to change the
model training and optimize it to improvise perceptual quality.

Trade-offs that needed to be calculated and modeled were connected to scaling the DL model. Scaling was achieved
by changing either the width or depth [66]. Increasing the depth meant adding more convolution layers and allowing
the model to learn more complex patterns. If the performance was not good enough, the depth would have to increase.
However, the trade-off to increasing the depth is that more computational resources are required, resulting in delays
in the output generation. On the contrary, changing the width would require that features extracted from the input
become wider. This would require more memory allocation for data, as it would store more features for the given input
at multiple layers. For the model used, an experiment would be set to identify when to modify width or depth and at
what intervals while evaluating the trade-offs for time vs. costs to achieve the most effective results.
3.6. Requirements for Data Needs

The third session involved extracting requirements for data needs. While conducting this session, it was found that
the data collected originally was not fit to be used in the training of the model. Therefore, the data had to be cleaned and
adjusted to become accurate, correct, consistent, and current. Sudden changes in scene, motion, or light and removing
rolling and credit information were removed to make the data accurate. Next, to ensure data completeness, a list of
all attributes and events needed for the AI product was listed, and made sure each attribute had data to represent.
Completeness was established in a technical way to show the diversity of the presented data to ensure that the dataset
had diversity in terms of: 1- Motion, 2- Content (objects and scenes), and 3- Light. The initially collected data was
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Table 3
Identified model needs requirements for the 360 video enhancer. * Requirements that could be specified before testing the
data on the selected model

Optimize for? Accuracy * Compare the ground truth of data to the predictions
Choose the ML type Supervised * Regression
Model training Static with off-line training * Fixed dataset that the model learns from
Balance between over-
fitting & underfitting

Keep track of training losses Pinpoint the iteration at which the model when overfitting starts

Model Tuning (Include
parameter tuning and
architecture changes)

User feedback Provide a ranking to evaluate the perceptual quality
Adjusting to user behavior Change model training to optimize losses based on results from

a user study to evaluate perceptual quality
Trace output errors to data In case of output errors occur, data will remain constant and

architectural/training changes will be made.
Parameter tuning Observe training losses and make changes to training iterations,

learning rates, and data batch sizes based to validation results.
Quantitative feedback Use image quality assessment metric to evaluate model’s en-

hancement capability.
Specify scalability issues Scaling the model Change either the width or depth of the model to scale the DL

model
Choose tools to use to
evaluate the model

* Compute image quality assessment metric (PSNR / SSIM, WS-PSNR / WS-SSIM)

Evaluate the quality of
the model

This is evaluated based on the number of parameters, runtime and evaluation results

Identify 
requirements for 

model needs

Compare the 
ground truth of data to 

predictions

optimize for 
accuracy

Keep track 
of losses

Pinpoint training 
when overfitting 

starts

Regression 
(supervised 
Learning)

Compare with 
output quality

Evaluate 
number of parameters 

and runtime

Identify Model 
training method

Static offline training

Provide 
ranking scale 

End user

Form a user 
study to evaluate 
perceptual quality

Rater

Check if 
perceptual quality is 

not acceptable

Change models 
optimization to enhance 

perceptual quality

Compare losses of current 
model to other models 

Track training lossLoss function

Increase depth: 
add more convolution 

layers 

Increase width: 
features extracted from the 

input becomes wider

How much 
memory can 

we utilize

Evaluate 
performance:  If its 
not good enough

How much 
computational 
resources can 
we increase

More 
resources will 

be needed

delay in the 
output 

generation

requires larger 
memory for 

data

Training data 
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constant

Change 
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components

Quality 
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Training 
Iterations
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and underfitting 
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Select ML 
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for model 
evaluation
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Identify 
model tuning 
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Figure 9: Model presenting the requirements for Model Needs

not consistent in quality. Thus, videos were processed to the same length and resolution to ensure consistency. Finally,
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Table 4
Identified data needs requirements for the 360 video enhancer. * Requirements that could be specified before testing the
data on the selected model

Data selection

Features

Color: RGB
format: 360° Videos
Representation: Equirectangular Projection
size: 20 frames

Labels N/A
Example An actual video frame
Sampling rate Up-to 20 frames from a given video clip

Data collection
Identify type of data needed * Diverse contents to include different objects, motions and lightning
Amount of data needed Initially the quantity and diversity was not enough so a conventional

video dataset was used to initialise the model training
Diversity of data To ensure diversity a complexity analysis was conducted

Constraints cost, accuracy, quality, time? Quality: Resolution of 480x360 (hardware and memory limitations)
Size: up to 20 frames (memory and model limitations)

Data source

Type of data source * Open-source: from research labs, YouTube, open-source platforms
Is data responsibly sourced? * All sources of the data collected are given credit and citations
Using feedback as data * N/A
Charges in obtaining data * Time taken to gather and clean the data needed
What measures are taken to en-
sure the data is up to date?

* Data was recently collected (less than a month ago)

Split Data Training data (Model tuning) 90% randomly selected for training
Testing data 10% out of 590 randomly selected for testing

Data quality

Accuracy * Data is filtered to remove sudden changes in scene, motion, and
light. Rolling and credit information is removed. Each video is divided
into shots and static shots are removed.

Completeness Completeness was insured in a technical way to show the diversity
that data presents

Consistency Data is processed to become the same length and resolution
Credibility N/A
Currentness * Creating video shots which represent unique single scene; thereby,

ensuring that each clip/shot has current data belonging to continuous
period of time

Data requirements Protect personal information We are not collecting usage/user related information
Does data comply with privacy
and law

* Videos used for training and testing are not shared with the end
users. The user will have their own choice of videos to use!

Fairness
Identify biases: * Model might not perform equally for videos with larger motion or

luminance changes.
Missing features More diverse scenes and objects are needed
Under or over representative
data

Possibility of same scene/object represented across multiple videos

currentness was provided by creating video shots that represented a unique single scene. Therefore, ensuring that each
clip/shot had current data belonging to a continuous period of time.

Data requirements presented a higher number of needs. The need to specify how the data will be selected and
collected for use in model training and testing. For data selection, the needs consisted of setting features, labels,
examples, and sampling rates. Features included color, size, location, etc. An essential aspect of data needs was
to identify any biases that might happen due to the data used. The proposed system was designed for videos with
insignificant motion, content, and light changes across time. However, if the videos had larger motion or luminance
changes, the model might not perform equally. Moreover, the diversity of the scenes and objects found were limited to
what was available in the open-sourced platforms creating the possibility of the same scene/object represented across
multiple videos. Thus, more diverse scenes would be needed to avoid under or over-representing data.

Data collection involved gathering diverse content, including different objects such as trees, buildings, humans,
animals, etc., and various motions such as how objects move across the video and lighting situations such as day,
night, bright light, and dim. These measures were identified before data collection and obtained from literature based
on the International Telecommunication Union’s standard guidelines for spatio-temporal complexity measures [67].
Although measures were taken into account, some constraints were found after training the model with the collected
dataset. The constraints were related to image quality and size due to hardware and model memory-related limitations.
These constraints were modeled as limitations to show that data was limited to the specified size and frame rate.
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Figure 10: Model presenting the requirements for Data Needs

4. Discussion

In this section, we reflect on how using our framework helped write and model requirements for AI-based systems.
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4.1. RQ1. How does our RE4HCAI framework fare for eliciting and modelling requirements for
human-centered AI software?

Most traditional RE methods are not equipped to manage AI-based software, and requirements are sometimes
difficult to write, especially during the early stages of systems development. The problem with specifying requirements
for a AI-based software project is that it is difficult to explain the black-box nature of AI and how the system would
work or what outcome it will predict [68]. In our case study, we found that the process of eliciting and specifying
requirements for AI is vastly different from traditional approaches, as some aspects of the system are unpredictable
and difficult to explain.

To evaluate the framework and modeling tool, we compared the building process of the 360° VR model before
and after the implementation of our framework. Before implementing the framework, many human-centered aspects
were missing from the final product, and most of the development was based on the technical aspects of building
the AI-based system. For example, classifying what data was needed was based on technical aspects (e.g., model and
hardware needs) rather than focusing on the human-perspective. Whereas, after applying the framework we were able
to identify possible biases that might lead to issues, e.g., biases related to the lack of diversity of data sources and the
biases related to the lack of diversity of type of videos.

The use of the catalog helped in eliciting most of the requirements to build the AI-based software project from a
human-centered perspective. The models presented in figures 8, 9, and 10 helped the ML expert visualize what needed
to be considered when implementing the AI-based software. The conceptual models for our RE4HCAI framework
provided a visual view of all the components in the system. Our participant said “It helped me visualize all the
components needed to be done in my project”. Also, we found that limitations and system needs were easier to spot
with the visual representation via the conceptual model. Another observation we found missing was using feedback
in the learned model. The initial configuration of the learned model did not consider the users’ view of how good the
perceptual quality of the improved 360° videos was. However, after applying the framework, the decision was made
to include user feedback to account for model tuning in future work of the 360° VR project.

We also noticed that some aspects of the framework would change depending on the application domain and the
AI type used. For example, in this case study regression was used. Therefore, the optimized reward function would
be the loss function. Therefore, we need to consider other possible requirements that might need to be elicited and
specified in such situations, in our framework. This relates to the Berry’s finding [46] that different AI algorithms and
their individual settings in different application contexts would require different requirements specifications. However,
had the system be designed using a classification algorithm and had to choose between precision or recall, one would
need to calculate the trade-offs. When calculating the trade-off between recall vs. precision, one would have to list the
implications of a FP vs that of a FN. In this particular case if precision is favored, i.e., one opts to reduce the number of
FPs at the cost of tolerating more FNs, then the 360° VR system will use the correctly selected TP frames, but remove
some frames from the final outcome FN. Thus, the final outcome will have visual gaps, as some relevant frames will be
missing. On the other hand, favoring recall meant that most frames would be included, i.e., more FPs. Thus, the final
output will also include frames that are not enhanced FP, thus, compromising the quality of experience as the visual
quality will not always be the same in the final product and some of the frames will still have the same quality as the
original video.

The downside to favoring precision would be the possibility of having lags when rendering frames, as the system
might choose to exclude frames that should have been enhanced from the frame sequence. These lags would increase
the chance of latency which is a potential cause of VR sickness. Decreasing this delay or latency would result in reduced
sickness [69]. Recall would still include these frames when rendering, even if these frames might not have the expected
quality. In this case, the trade-off is to compromise the visual quality instead of causing lags or delays in the visual
display.

4.2. RQ2. How can the RE practices be aligned in the life cycle of AI projects?
When applying the framework to the case study, not all requirements could be elicited at the start of the project.

We found that it was important to identify some requirements at the start of RE. For example, when identifying user
needs, we found that it was necessary to have initial specifications before building AI-based software. Also, some of
the capabilities could be identified only after getting initial results from the model training, such as how much it would
improve the quality of experience and if it would affect the quality of service provided. Furthermore, limitations such
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as hardware resources and processing time could not be identified at the start of the project. The extent of the limitation
was found after training the model with the existing dataset. The reason was that the ML expert could not know how
much scaling the model needed. Adding more features and layers resulted in higher processing time and required more
resources to accommodate the change. They could establish how many features or layers were needed to improve model
performance only after several training iterations.

Similar patterns were found in both requirements for model needs and data needs. We observed that these
requirements would change over time as they learned how the model would interact with the available data. For
example, information regarding how many frames are needed could be specified only after initial testing. The datasets
were limited to using up to 20 frames per clip, which was unknown at the beginning of the project. However, after
initial testing, it was found that this was a constraint due to the model and hardware limitations. The same applied to
identifying the quantity and diversity of the data. After experimenting on the first round of training and testing, they
found that the existing 360 dataset was inadequate. Thus, the dataset had to be modified accordingly.

Meanwhile, it was important to specify some requirements for data needs, such as data sources, charges, diversity
of collected data, data quality, and if data was up to date. Other requirements involved cleaning the data to provide
accurate and current results. Some of these data requirements were obtained from literature and standard guidelines.
Therefore, we found that not all requirements could be specified at the start of the project, and some might change or
appear while model testing is in progress. We highlight the requirements that we could identify prior to starting the
project in tables 2, 3, and 4 by adding a * character before the requirement.
5. Threats to Validity

In all the phases of our research method and case study design we attempted to mitigate and reduce any threat to
validity as follow:
5.1. Internal Validity:

Case studies are easier to perform than experiments. However, they are more challenging to interpret [60]. The main
disadvantage to conducting case studies is that the outcomes are more susceptible to researcher bias and evaluation
usually depends on how the results are interpreted by the researchers [59]. To reduce potential threats and biases,
we made sure when selecting the case study that the person leading the AI project had no prior knowledge of our
framework. Also, we collected requirements based on our framework and compared the results to how it was built
without using the proposed framework.
5.2. Construct Validity:

Another threat was the selection of studies to build the catalog. The risks of building a catalog for requirements
are that it might miss out on some requirements and not be comprehensive [70]. We established our requirements
for the framework based on the guidelines and the literature presented on human-centered AI. Although we might
have missed out on some requirements, we did base our findings on our SLR, which covered a comprehensive list of
studies on RE4AI research. Also, we used industrial guidelines such as Google and Microsoft, which have already
done extensive research to provide their guidelines.
5.3. External Validity:

The framework has been applied to one case study only, which is a threat to external validity. We will address this
threat by conducting more case studies in future work, and investigate how the framework applies to projects from
different application domains and multiple stages in the software development lifesycle. Also, due to time limitations
we could only assess the first three area’s of the framework and plan to conduct further evaluation to assess the last
three areas in future work.

6. Related Work
AI-based software should be carefully assessed to not replace people’s abilities but rather augment their capabilities

and allow people to make the final choice [71]. Shneiderman [72] explained the importance of enabling the human to
be in control of the AI-based system. Including human needs and values in building AI-based software needs to be
researched and examined carefully. For example, AI bots such as Alexia and Siri require extensive training to obtain
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the right personality [73] and some companies are investing in creating algorithms for chatbots that can detect sarcasm
or respond with empathy [74].

Recent studies have shown that many AI-based systems lack requirements specifications [75, 76, 77], which is
mainly due to the difference in the building process between traditional systems vs. AI-based software [78]. We
conducted an SLR [30] to identify literature that focused on using RE4AI. From the results, we were able to identify
existing frameworks in RE4AI to include [79, 80, 37, 81]. Nalchigar et al. [80, 82] offer a framework to manage RE in
building ML systems. The presented GR4ML framework covered three views: the business view, analytic design view,
and data preparation view. A conceptual modeling language was used to present each view visually. The framework
was applied to a case study that investigated the use of ML in the medical domain.

Bosch et al. [79] proposed a framework Holistic DevOps framework for building AI-based software. The framework
combined three practices: requirements-driven, data-driven, and AI-driven software systems. Requirements-driven
approaches are used for systems that don’t require frequent changes. This method was found to use fewer resources
when testing the system [83]. On the other hand, data-driven approaches are used for systems that are constantly
changing, and updated [79] and are designed based on the analysis of available data [84]. Most AI-based systems are
guided by large amounts of data and limited given resources. Companies that usually use automation, such as speech
and image recognition, tend to use AI-driven approaches [79].

Aydemir and Dalpiaz [37] proposed a framework to aid requirements engineers and stakeholders in analyzing
ethical requirements. The framework assisted in extracting, managing, and evaluating ethical requirements. However,
the focus was on ethical requirements only and did not include other aspects of human-centered AI requirements. The
last framework [81] provides a virtual framework to test specified requirements for a self-driving car. Also, there are
frameworks built to manage aspects of AI-bases systems such as Khalajzadeh et al. [85, 86] who created a domain-
specific modeling tool to support data analytic solutions for ML systems (BiDaML). The toolset provides five diagrams
to support a different aspect of big data analytics.

Shneiderman [87] presented a framework that proposes 15 recommendations for engineering trustworthy, reliable,
and safe human-centered AI-based systems. To ensure reliable human-centered AI, software engineering teams need
to apply technically sound practices such as using appropriate analysis tools, updating workflows for each task and
domain, using new forms of validation and verification, testing for bias detection, and providing explainable user
interfaces. For reliable human-centered AI, there should be more commitment and training to ensure safety measures
and reporting and addressing errors and failures. And lastly, promoting trustworthy systems by providing independent
oversight reviews to support legal and ethical codes of conduct. Another method used to aid in creating awareness to
ethics when building AI software is the ECCOLA [88] method which is based on the ethical AI guidelines and involves
using a deck of 21 cards, were each card targets an aspect in ethics.

Although, several frameworks are proposed to provide methods for managing RE4AI. None of these frameworks
have focused on delivering an overall solution to building human-centered AI for RE. An exception to Shneiderman’s
[87] framework that relies entirely on promoting human-centered AI-based software. However, it focuses on the entire
Software Engineering process and not on RE. This calls for the need to research and study appropriate human-centered
AI methods before including them in software systems. We argue that the proposed solutions in RE should address
human needs, as having a very well-engineered product would not be useful if it does not satisfy the user’s needs.

7. Conclusion & Future Work

In this paper, we offer a framework to extract and model requirements for human-centered AI. The proposed
framework consists of three layers. The first layer provides a reference map to the six Areas of human-centered AI
guidelines. The second layer presents a catalog to elicit these requirements. The third layer provides a modeling tool
to show the elicited requirements from the second layer visually. The framework was applied to a case study, and we
extracted requirements for the first three layers user, model, and data needs. The case included specifying and modeling
requirements for an AI system that enhanced the quality of 360° VR videos. We found that some requirements were
more difficult to specify at the start and could be identified only after testing the model with the existing data.

We plan to further evaluate our framework in the future. We plan to evaluate it in a number of workshops and
compare it with existing frameworks and modeling platforms. Also, we do not provide details of how attributes are
connected to each other in sub-level models. For example, in model needs, when modeling the goal for balancing
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between overfitting and underfitting we did not model the actual process, and this would have to be presented in a
separate sub-model. We plan to extend our model to present this level of detail in future work.
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Appendix
1.2

Table 5: Catalog presenting requirements needed for Human-centered AI
User Needs
Can AI add value or
solve the problem to
user’s needs?

Do you have the expertise to manage AI? (Data
scientist, ML specialist, SE)

IF no – use a non-AI solution
Is data available? (format – amount – diverse)

Identify need for AI?
Who are the users
Why do we need the system
What is the system used for

What are the system
capabilities?

Limitations Limitations to the user:
Limitations to stakeholders:

Capabilities (What can the system do) How well can the system do what it does?
Interaction with user
action

Proactive vs. Reactive (Provides results when people request them) or
Reactive (Interacts with the user without re-
questing)

Is the user aware of AI
feature?

Visible or Invisible features

Evaluate approach Augmentation vs Automation (user enjoyment, control, high stakes) vs (bor-
ing, dangerous, cannot be performed by hu-
mans)

Reward function

Impact of having a false positive
Impact of having a false negative
Trade off - Precision vs Recall Precision (Excludes relevant results, removes all

false positives, and misses some of the true pos-
itive predictions) vs Recall (Includes irrelevant
results as it includes all true positive but might
also include some false positive.)

Choice of reward function Precision or Recall
Impact on user
List potential pitfalls
How do you provide inclusion
Predictions (How are predictions used in making decisions)

Predictions
How are predictions used in making decisions
Impact of new input on predictions
Impact of feedback on predictions

Model Needs
Optimize algorithm
for?

Optimize for accuracy, explainability, robust,
etc.

Choose the ML type Supervised , Unsupervised, Reinforcement
learning

Model training Static vs Dynamic (Offline evaluation / Training improves with up-
dates) vs (Learns from user behavior, Improves
from feedback)

Balance between overfitting & underfitting

Model Tuning (Include
parameter tuning and
architecture changes)

User feedback
Adjusting to user behavior
Trace output errors to data
Parameter tuning
Quantitative feedback

Specify scalability issues
Choose tools to use to evaluate the model
Evaluate the quality of the model
Data Needs
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Data selection
Features (a characteristics of an input variable. E.g. Fea-

ture would include color, size, location, etc)
Labels descriptions given to data (Explicit -manually vs

Implicit – model learns)
Example (a row of data and contains features and labels)
Sampling rate amount of data in a given dataset

Data collection
(Match data to user
needs)

Identify type of data needed
Amount of data needed
Diversity of data

Constraints cost, accuracy, quality, time?

Data source
Type of data source (public, private, mixed)
Is data responsibly sourced?
Using feedback as data
Charges in obtaining data
Measures taken to ensure data is up to date?

Split Data Training data (Model tuning)
Testing data

Data quality
Accuracy (The correctness of the data collected)
Completeness (all attributes and events should have data to

associate them). - List all attributes and events
needed for the AI product - Make sure each
attributes has data to represent

Consistency (Collected data has to be free from contradic-
tions)

Credibility (Credible data had to be authentic and truthful)
Currentness (corresponded to having data collected within

the correct time frame; for example, when col-
lecting images of people for a facial recognition
application, a picture of an adult person when
they were a baby will not be the correct data)

Data requirements Protect personal information
Does data comply with privacy and law

Fairness
Identify biases
Missing features
Under or over representative data
Other

Reporting biases
Automation bias Automation biases are when preferences are

selected based on automated suggestions from
the system

Selection bias Selection bias usually happens when data is not
collected randomly from the target population
but rather selected based on the stakeholder’s
requests

Impact bias Making an assumption based on the persons
judgment (e.g. all wedding dresses are white)

Group attribution Group attribution assumes that an output suit-
able for an individual will have the same impact
on everyone in the group

Other
Address biases What methods will be used?
Feedback & Control

Explicit feedback
(Only ask when
needed)

What reward will be provided to the end-user or
raters to provide explicit feedback

(Material / symbolic)
If the reward is symbolic What impact will it have on the user? What

benefit will the user gain from it?
How is it going to be reviewed and evaluated?
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What changes will it make to the AI model?
How will it be used in model tuning?
How is feedback going to be conducted (surveys, notifications, ratings, etc.)

Implicit feedback
User interactions / behaviours to use: Frequency of use, time of use, amount of time

spent interacting with the system, accept / reject
recommendations, etc.

Review feedback from user interaction to how it
will make changes to AI
How will it be used in model tuning

Calibration
Reason for using calibration
When should the user use calibration
How is it going to affect the AI

When asking for
feedback

Measures taken to secure user privacy
Provide multiple options to feedback (what options will you provide?)
Is feedback in line with user mental map or users
understanding of the system
Allow the user to dismiss feedback or opt-out (How are you going to provide this option?)

User control
When to give the user control (High stakes, legal, safety )
Allow user to adjust preferences
Allow user dismissal
Level of control (high, medium, low or no control)

Explainability & Trust
Explain to stakeholders Limitations of AI

Capabilities of AI
Explain to user Inform user when changes happen

Explain consequences to users action

Explain data:
Who can access or use the user’s personal data
How data is shared between apps
Explain how predictions are based on data

Explain predictions
Explain with examples
Explain with confidence: Data visualization (Expert users). Numerical

(Might cause confusion). Categorial (e.g., Low
- Med - High). N-best Alternatives (Low confi-
dence)

Do not display Confidence: Risks (misleading, no impact to user decisions
when explaining output, distracting). Low con-
fidence (Can provide partial explanation

Calculate Trade-off Identify conflicts with other requirements
Calibrate user trust
Explain special cases Law & rules

Third party involvement
Explain feedback Impact of feedback on AI

How feedback is used to improve model

Avoid over trusting
Only show relevant info
Account for different situations - Low stakes. High stakes
Explain errors

Errors & Failures
User perceived errors
(might change over
time)

Failstates True negative (Not included in system training).
System limitation

Context errors (these are true positive but) AI making incorrect assumptions. User has poor
mental model. System not aligned with users
needs

Background errors Invisible errors the user cannot perceive

List possible errors
source

Prediction & data errors
Mislabeled or misclassified results Poor training. Incorrect labeling
Incorrect Model
Incomplete data
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Input Errors
Unexpected input
Old habits
Mis-calibrated input
Output Quality
Low confidence Lack of data. Uncertain prediction accuracy.

Unstable information
systems hierarchy error
Multiple systems (Allow user to give one of the system priorities)
Crashing signals (Allow signals from the primary system only)

Error risks High stakes Health, safety and financial decisions - Sensitive
/ private data

Abusive users

Action
Mitigate Errors
Allow users to fix mistakes
Provide suggestions when in doubt
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