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Introduction  
 
Trust and trustworthiness are central concepts in contemporary discussions about Artificial 
Intelligence (AI)-based software and the relationships between people and AI, with an 
expansive body of literature and debate relating to human trust in AI and automated systems 
and technologies (Shahrdar et al, 2019). There is also significant existing research regarding 
how concepts of trust and trustworthiness are used in industry and policy domains (Khan et al, 
2023). However, as existing critiques reveal (Pink 2022, 2023, Reinhardt 2022, Schneiderman 
2020) both concepts have been defined and used differently across software engineering and 
computer science disciplines (Shneiderman, 2020; Lu et al, 2022; Ahmed et al 2023), in 
agendas of industry and government, in the humanities and in the qualitative social sciences 
(Pink 2022; Reinhardt 2022). Thus, while agendas for trustworthy AI superficially engage 
shared terminology, they fact frequently represent diverse and contested understandings of 
what trust, trustworthiness and ethics entail, and different alignments with the relations of 
power and capital.  
 
Recent research suggests that in industry narratives trust is often treated as a commodity or 
resource (Pink 2023), whereby there has been a “discursive commodification of trust” (Krüger 
& Wilson 2022). The notion of “trustworthy” AI frequently refers to certain ethical principles, 
which are thought to be able to win peoples’ trust (Pink 2022). Yet, software Engineers have 
identified serious limitations with existing methods for designing ethical, trustworthy AI-based 
systems (Ahmed et al 2023; Lu et al 2022) and assumptions that AI technologies and systems 
can be trusted, or that trust can be gained, won and mobilised have been contested by scholars, 
usually on the basis that they fail to account for the characteristics of human trust (Freiman 
2022, Pink 2023). These concerns, from both software engineering and anthropology, reveal a 
major gap between the ambitions of industry and government in achieving trust in technologies 
on the one hand and the everyday realities of how trust is constituted and experienced on the 
other.  
 
This situation suggests that the question of trust in AI, and the development of trustworthy AI 
both remain wicked problems, which require a new vision and approach (Schneiderman, 2020; 
Lu et al 2022). In this article we suggest that to begin to approach these problems we need to 
both attend to questions of how trust comes about in sociotechnical relations, and to add a new 
element to the analysis - a consideration of the work practices, experiences and 
conceptualisations of trust of the software practitioners working in and interfacing with the 
software industry who are tasked with creating trustworthy AI. Existing anthropological 
research has revealed that the subjectivities of tech workers can be integral to the algorithmic 
technologies they generate (e.g. Seaver 2022, Lanzeni & Ardevol 2017), and this point is 
equally applicable to AI. However, little is known about how software engineers who design 
and develop AI-based software applications conceptualise trust in AI as they go about their 
everyday work practices or about the implications of this for sociotechnical relationships 
(Khan, 2023; Ahmed et al 2023).  



 
In this article we take a first step towards engaging with these questions through an 
interdisciplinary approach. Whereas existing approaches have tended to draw on psychology, 
philosophy and economics (Andras et al 2018), we take a novel approach which brings together 
sociotechnical perspectives in software engineering with design anthropology.  In doing so, we 
first map out the key approaches and concerns of these disciplines with respect to trust and 
trustworthiness. We then report on how we examined our common concerns through a study 
of how trust and trustworthiness are articulated and performed by software practitioners. We 
subsequently ask what the implications of our findings are for two pressing questions: what 
steps are needed to advance a shared interdisciplinary understanding of trust which 
encompasses industry, practitioner and everyday human engagement with AI; and on what 
basis might trust be better integrated in the training and skills of future software practitioners.  
 
Trust, Trustworthiness and AI  
 
There is an expanding literature surrounding trust and trustworthiness with reference to AI. 
However, to date these discussions tend to be siloed, with software engineers advancing 
technical standards, philosophers and ethicists1 debating abstract concepts, while 
anthropologists have explored the status of trust and ethics through empirical ethnographic 
investigation. We next outline this discussion from the perspectives of sociotechnical software 
engineering and design anthropology respectively.  
 
Sociotechnical software engineering perspectives 
A growing body of research and practical techniques have been proposed by AI experts and 
software engineers to address emerging problematic issues in the engineering of AI-based 
software systems. Glikson and Wolley (2020) characterise how AI differs from other 
technologies and review 20 years of empirical studies into the development of “trust” in AI-
based systems. They describe how the manifestation of AI e.g. as robot, virtual, and embedded 
software, and its level of capabilities constitute key antecedents to the development of trust. 
They propose a framework that describes how various AI characteristics shape users’ cognitive 
and emotional trust. They identify how the tangibility, transparency, reliability and immediacy 
of behaviour of AI impacts the development of cognitive trust, and the nature of 
anthropomorphism develops emotional trust. Jacovi et al (2021) describe an attempt at 
formalising the concept of trust in AI-based systems. They examine the nature of trust in AI, 
what are prerequisites to developing trust in AI, and propose a model of trust inspired by the 
concept of interpersonal trust. Toreini et al (2020) examine the relationship between trust in AI 
and the machine learning technologies they are built upon. They claim that in order to build 
AI-based systems that users and stakeholders can trust, the trustworthiness of the machine 
learning components of the systems must be deeply understood. Their systematic approach to 
building trustworthy machine learning components builds on the ABI social science framework 
and considers fairness, explainability, auditability and safety of machine learning technologies. 
 
A number of theories, processes, techniques and tools have also been developed in recent years 
to address the need to ensure AI-based software is engineered in ethical ways and can thus meet 
trust requirements of users. Khan et al (2022) survey a range of works relating to ethics of AI 

 
1 Our focus is on trust and trustworthiness, rather than on the extensive debate on AI ethics, 

we engage with questions related to ethics here where they overlap explicitly.  



from a software engineering perspective. They identify a global convergence onto 22 ethical 
principles, including transparency, privacy, accountability and fairness. A lack of ethical 
knowledge and vague principles are identified as major challenges to ensuring ethical AI (Pant 
et al. 2023). Ahmad et al (2023) systematically review a large number of empirical studies 
proposing requirements engineering techniques for AI-based systems i.e. approaches to 
determining what such systems should do, not how they do it. They identify that many 
traditional approaches to determining software requirements must be rethought when 
developing AI-based software. Buhnova et al (2023) examine recent progress in research on 
trust in software engineering across various application domains. They make the point that 
many systems are moving towards co-operating autonomous agents, requiring a rethink of 
concepts of mutual trust. They identify the need for new social metrics of trust, governance 
mechanisms needed, and trust assessment.  
 
Moreover, in the software engineering field, many approaches to improving the trustworthiness 
of AI-based systems have been proposed in recent years. Hutchinson et al (2021) review 
practices around machine learning datasets. They identify that the creation of datasets that 
underlie many machine learning approaches and hence AI-based systems lack visibility into 
their creation processes. They make a case for greater transparency about data, accountability 
for decisions made in dataset creation to ensure more trustworthy AI-based software. Arnold 
et al (2019) propose a framework for declaring the conformity of AI-based systems to 
guidelines and regulations. Lu et al (2022) propose a roadmap for ensuring responsible AI via 
the use of appropriate software engineering methods. Shneiderman (2021) proposes a set of 
guidelines to ensure more responsible AI-based systems engineering. Vakkuri et al (2022) 
review a number of guidelines proposed to date and note the lack of impact on industrial 
practice. They note the need for approaches that address the novel requirements for software 
development of AI-based systems.   
 
Perspectives from philosophy, legal studies and design anthropology  
Recent reviews (Pink 2022, 2023, Reinhardt 2022) have discussed the rise of the concept of 
trustworthiness in discourses about AI, and the quest to design trustworthy AI. “Trustworthy 
AI” initiatives abound and are advanced by consultancies, such as Deloitte, industry 
organisations such as IBM, and the European Commission.2 Indeed, as commented elsewhere, 
“The concept of trust has come to be associated with an anticipated future in which Automated 
Decision Making (ADM) and Artificial Intelligence (AI) will have been successfully, ethically, 
inclusively and responsibly implemented in ways that solve societal problems and increase 
efficiency, safety and quality of life” (Pink 2022), and many large technology companies are 
involved in designing and testing a range of AI technologies for user and public trust.  
 
However, as Reinhardt argues from the perspective of practical philosophy, “currently, AI 
ethics tends to overload the notion of trustworthiness” (Reinhardt 2022). Reinhardt’s analysis 
suggests that trustworthiness “runs the risk of becoming a buzzword that cannot be 

 
2 See for example : https://www2.deloitte.com/be/en/pages/strategy-operations/strategy-

analytics-mergers-acquisitions/solutions/trustworthy-ai.html, 

https://research.ibm.com/topics/trustworthy-ai, and https://ai-

watch.ec.europa.eu/topics/trustworthy-ai_en. 



operationalized into a working concept for AI research”. They identify several serious 
deficiencies in existing assumptions in one of the most significant documents referring to ethics 
and trustworthy AI: Europe’s High-Level Expert Group’s Ethics guidelines for trustworthy AI, 
ethics guidelines. They argue that “despite an apparent consensus that AI should be 
trustworthy, it is less clear what trust and trustworthiness entail in the field of AI and what 
ethical standards, technical requirements and practices are needed for the realization of TAI.” 
They reveal a set of conceptual and practical inconsistencies in this framework in such a way 
that suggests that it is very unlikely that the vision of trustworthy AI it proposes will ever come 
about (Reinhardt 2022).  
 
Indeed, a wider set of critiques of the notion of trustworthy AI have been developed. For 
example, following a philosophical definition of trustworthiness, Brusseau (2023) argues that 
it is not possible that AI could be trustworthy. Indeed, a wider set of critiques of the notion of 
trustworthy AI have been developed. For example, Freiman argues that trustworthy AI is 
“conceptual nonsense” Freiman (2022). They outline a series of definitions of trust developed 
by philosophers and ethicists and dissect a number of existing critiques of the notion of 
trustworthy AI. These suggest that trust between humans and machines is impossible and 
therefore argue that the only possible objects of trust are either the institutions or people 
responsible for technology. Some legal studies scholars have followed a similar argument to 
suggest there is “little sense to speak of trust in AI devices” or “to regulate risks for trust as a 
way to solve this problem” (Estella 2023, no page numbers), as well as to caution against 
“horizontal regulatory law” without “without further sectoral regulation or standardization” 
(Laux et al 2023: 25). Freiman concludes that “Ultimately, the scholarly fields of trust and AI 
ethics are about power, social justice, and activism” and suggests that scholars in these fields 
should become activists in order to remain relevant. Freiman’s critiques are well founded, but 
we propose a different conclusion; scholars of trust and AI ethics do need to shift the ground 
of analysis but rather than simply as activists arguing from the sidelines, they should do so as 
practical scholars, contributing within interdisciplinary teams. We elaborate on this later, in 
this section we next outline the role of empirical research in advancing alternative definitions 
of AI trust and ethics.  
 
One of the limitations of the critiques of trustworthy AI that are advanced by humanities 
scholars, such as legal studies scholars, philosophers and ethicists, is that the models of trust 
discussed are infrequently actually witnessed in everyday life (Freiman 2022). For example 
legal scholars focus on the “public”: calling for future policy to focus on “public values, 
trustworthy public institutions, and trustworthy private technological infrastructures” (Bodó, 
& Janssen, 2021: 17); suggesting a increase in individuals’s insight into AI decision making 
models, public trust and subsequently greater ease “for the public authority to obtain the 
cooperation and obedience of the public” Williams (2022: 480); and that “engagement between 
the user and the model” is needed for human and societal trust in AI” (Hacker et al 2020). 
While these are important points they do not account for how these trust relations will be 
created by people in everyday life.  
 
Much empirical knowledge about trust used in disciplines such as philosophy, as well as by 
industry and government organisations is gathered in quantitative survey research. This means 
it relies on reported information, derived from questions people answer about trust. These are 
often taken at face value to indicate that if people trust (or would trust) a person, institution of 
machine or not, rather than on the realities of how, when and where trust comes about and is 
experienced in everyday life. Thus, we also need to also interrogate and account for trust as an 
experienced reality, which is manifested and accessible through fieldwork encounters between 



ethnographers and participants in research, rather than exclusively through statistical means. 
As philosopher O’Neill has pointed out, the statistics delivered by polls about public trust do 
not tell us anything about how people make judgements about whether “to trust or refuse trust 
to particular individuals or institutions for particular matters” and do not account for the care 
that people may take in doing so (O’Neill 2017). A design anthropological perspective accounts 
for such detail and does so by going beyond suggesting that trust can be present or absent in a 
relationship, interaction or transaction between humans, or humans and technology. Instead, 
design anthropology turns around the relationship between trust and those other agents that 
might be related to it. It begins with the premise that if we understand trust as an underpinning 
element (and experiential possibility) of the circumstances of human life, we can then ask how 
AI and other technologies and things might become part of those circumstances of trust (Pink 
2023).   
 
To address some of these issues, design anthropological approaches to trust regarding self-
driving cars and digital data have been developed using ethnographic research findings (Pink 
2022, 2023). Design anthropologists and anthropologists of ethics understand everyday life as 
processual, “excessive, uncertain, and emergent” (Mattingly & Throop 2018: 482), and as a 
site where people continuously improvise to cope with contingent circumstances, where change 
might be visible or barely perceptible (Smith & Otto 2016, Pink 2023). Ethics thus emerge 
from particular circumstances and are contingent, and rather than being fixed or unchanging, 
in everyday life are adapted “to suit situations (and the limitations of these situations) as they 
unfold” (Pels 2001, Pink 2017, 2022). Trust has similarly been seen as emerging in everyday 
situations and is, like ethics, changeable and contingent on the specific circumstances people 
find themselves in. This approach to trust is critical to the idea that a person would trust a 
technology. However, it takes the critique in a different direction in suggesting that trust should 
not be treated as a transactional relationship (Corsin 2011: 178) but rather defines trust as “a 
feeling, or category of feeling, which describes [a particular kind of] anticipatory sensations” 
(Pink 2021) regarding what will happen next. Existing ethnographic research (e.g. Pink, 
Lanzeni and Horst 2018; Pink, Osz, Fors & Lanzeni 2021) demonstrates that “to trust” 
something does not necessarily involve a decision that an interaction or transaction with that 
AI technology, person or organisation will be trustworthy. Rather, it is “a sensory experience 
of feeling or disposition towards something” whereby trust is seen as a mode of “confidence 
based on familiarity” (Frederickson 2016: 59) related to “how we feel about what might be 
going to happen next”, or a “feeling between what we know and what we think we know” (Pink 
2021). Thus neither AI, other people or organisations can be inherently trustworthy nor ethical, 
as trustworthiness and ethics are likewise contingent and circumstantial, rather than fixed 
qualities that can reside in unchanging or permanent ways in AI systems and technologies, 
people or organisations. In this understanding likewise trust is not a tangible, fixed entity that 
can be commodified, won or gained (Pink 2023, Krüger & Wilson 2022). Therefore the 
dominant definitions of these concepts are difficult to mobilise when it comes to real everyday 
encounters with AI. Indeed, it is therefore difficult to either design or develop trustworthy and 
ethical AI, and it is similarly difficult for people to encounter AI technologies as trustworthy 
or ethical in everyday life. This leaves an unanswered question relating to how trustworthiness 
and trust appear in the ordinary work of software engineers building AI-based systems, and 
what the implications of this are for AI and ethics and education.  
 
Interdisciplinary issues 
Across the software engineering, sociotechnical and social sciences there is growing interest in 
and interrogation of the questions of trust and trustworthiness in AI. These disciplines approach 
trust and trustworthiness from different directions - engineers by seeking to make the 



technology trustworthy, philosophers by defining trust as an abstraction, and anthropologists 
by investigating trust in everyday life. Across these disciplines a range of different, and not 
always directly aligned approaches to the concept of trust have been mobilised, to variously 
seek to understand the interactional, transactional, circumstantial, contingent and experiential 
aspects of trust and its development.These different approaches and their commentaries 
demonstrate that the question how trust and trustworthiness for AI can be achieved has not yet 
been resolved, and that further interdisciplinary sociotechnical research that explores the 
interwoven nature of social and technical aspects (Hoda, 2021) is needed. One issue that has 
been identified as ripe for further analysis, and that requires such an interdisciplinary approach, 
is the question of the role of software engineers of AI-based systems who play a key role in the 
practical making of what is hoped to be trusted and trustworthy AI, which we elaborate further 
in the next section.  
 
Building AI-based systems  
The making of AI-based technology has become a common everyday task, carried out by 
developers in a range of different organisational spaces (Khan et al 2023, Lu et al 2022). Many 
studies have been undertaken by software engineering researchers into practices of building 
software systems in general and AI-based systems in particular. Studies have looked at what 
ethical concerns software engineers have and their own concepts of trust in relation to AI-based 
software, and to what degree software engineers feel they can address these ethical concerns 
(Widder et al, 2023).  Several studies have looked at the challenges and approaches to 
identifying requirements for AI-based systems i.e. what they should do, not how they should 
do it (Belani et al 2019; Ahmed et al 2023). Developing better techniques for engineering 
complex AI-based software has been a very active recent research area (Ebert et al, 2023 ; 
Amershi et al 2019). Concepts of ethical AI, responsible AI, trustworthy AI and approaches to 
reason about these have been popular (Schneiderman 2022; Lu et al 2022).  Several recent 
studies have identified that software engineers lack adequate training and education around the 
development of AI-based systems, including the engineering of ethical and responsible AI-
based software (Heck et al 2021; Bublin et al 2021; Kastner et al 2020). Many researchers have 
identified that engineering trustworthy AI-based systems is a little-understood challenge that 
is already taking place but lacks adequate processes, tools and understanding by practitioners 
(Schneiderman 2022; Ahmed et al 2023; Lu et al 2022). Increasingly software engineers 
themselves utilise AI-based tools to build AI-based systems (Carleton et al 2020). This brings 
an interesting challenge that software engineers need to trust their own AI-based work 
supporting tools, often not fully understanding what the tools do and how they do it (Weisz et 
al 2022). Several very recent studies have investigated implications of using generative AI-
based tools to engineer software systems (Ozkaya, 2023). It is as yet not fully understood how 
such tools help - or hinder - the development of trustworthy AI-based software. The degree of 
trust in these AI-based software engineering tools by software engineers is as yet unclear, and 
yet they are already being widely used. 
 
Anthropologists have emphasised the subjective and contingent circumstances through which 
such technical work is carried out. Seaver (2022) analyses the work of the makers of music 
recommendations, to suggest that they navigate perceived oppositions between algorithms and 
humans on the one hand, and computing and taste on the other. Seaver engages with 
anthropological and sociological theories of taste, as a means of encountering the relationship 
between human subjectivity and the apparent rationality of algorithms and technology. In doing 
so, he urges us to consider how technology and taste cannot be separated in the making of 
algorithmic systems, and seeks to analyse this through his ethnographic encounters with 
engineers. Lanzeni and Ardevol (2017) have also emphasised the subjective modes through 



which technology future imaginaries are constituted and performed by tech workers. Their 
studies correspond with existing research about how trust is experienced by tech workers. For 
example, Pink et al (2018) in research with people who worked in tech design, blockchain and 
makerspace environments found that while they had to depend on them in their work, they 
didn’t see digital data or technologies as trustworthy or reliable. The recurring pattern in such 
studies is thus the urge to account for how human feelings, imaginaires, aspirations or anxieties 
become part of the work of software engineers and other tech industry workers. Seaver (2022) 
seeks to account for taste, whereas Lanzeni and Ardevol (2017) interrogate how futures are 
imagined and Pink et al (2018) examine anxiety and trust. We take a similar approach to ask 
how trust is articulated in the work software practitioners do, what their understandings of trust 
are, how these subjectivities are performed in their work practices, and what the implications 
of these findings might be for training future software engineers and other tech industry 
workers.  
 
There has been a focus on trust in teamwork in many fields. Unsurprisingly research in 
organisation studies and psychology suggests that trust relations support successful work in 
teams (Costa et al 2018: 180). This growing field of study has overlapped with recent research 
about software developer teams. For instance, Amirali Sajadi and colleagues (2023) identify 
conflicting definitions of trust in this field, and highlight the need to define trust and how it 
appears in the contexts of software development. Their study, which analyses trust in the 
context of interpersonal relations between developers based on their interactions on github, 
employs a scale of dimensions of trust, using psychology and organisational behaviour 
theories, with an overarching aim of being able to automatically identify and quantify the 
instances of different dimensions of trust to computationally evaluate levels of trust in teams. 
This work reveals that defined as such dimensions of trust can be identified in teamwork 
amongst software developers, and offers a relevant background for understanding how some 
of our participants experienced the dynamics of teamwork. However, our own approach differs 
in two ways: our analysis of trust is qualitative, it engages with and seeks to draw out the 
experiences and commentaries of research participants, to understand how trust is articulated 
and manifested in their work practices; and rather than theorising trust as interpersonal, we 
engage a design anthropological approach to theorising trust as contextual and emerging from 
broader sets of contingent circumstances beyond interpersonal interactions.  
 
Research design and methods 
Our ethnographic research investigated how trust mattered and was experienced and articulated 
by practitioners in the software industry. We sought to understand how on the one hand this 
aligned with the tendency to commodify trust in dominant narratives, and the debates regarding 
how and if AI can be trustworthy, which we have outlined in the previous sections. In doing so 
we were also interested in defining where software practitioners believed trust and 
trustworthiness should or could be encountered.  
 
Our interdisciplinary approach leveraged the expertise and experiences of SE4AI researchers 
and of anthropologists of AI and trust to collectively script an ethnographic interview outline. 
Ethnographic interviews (O’Reilly 2011) are semi structured and conversational, leaving scope 
for the researcher to follow threads of discussion which can enable in depth responses to 
questions and are flexibly adapted to each participant’s experience, rather than relying on a 
pre-existing one-size-fits-all script. The interviews covered how research participants’ 
definitions and practical and affective experiences of AI, trust and trustworthiness as well as 
how they might design for trust or seek to generate trust in client/user engagement, with a total 
of nine software practitioners developing AI-based software. 



 
Anthropological research depends on deep engagements with participants, rather than massive 
research sample. For instance anthropological studies have been based on long interviews with 
as few as one or two participants (e.g. Shostak 2000, Desjarlais 2003). To understand how trust 
is perceived in the process of software development we recruited nine participants to represent 
a broad group of professionals in the industry, rather than focusing solely on software 
developers/engineers. Our participants were: two applied engineers (chemical and mechanical 
engineers) to investigate how automated software is used; two marketing and strategy 
managers to understand the process of delivering and communicating software systems; one 
software team manager to gain an understanding of the role trust plays within a software 
development team and between the team and clients; and four software engineers. Table 1 lists  
the participants roles, the pseudonym they were assigned in order to report individual responses 
and protect their identities, and an outline of the key systems they work with/build, processes 
they use and approaches to trust requirements specification and implementation (where shared 
with us). Participants were recruited through existing contacts in the team in the respective 
software engineering and computer science fields and through snowball sampling where 
participants identified other potential participants in their own networks.  
 
Our participants worked in several diverse industries using AI-based technologies, including 
control systems (Ahmed, Jason, Catherine, Kei, Mia and Charlie); CRM systems (Ella, Mia); 
Internet of Things (IoT), vision and other sensor-based systems (Ahmed, Jason, Kei, Mia); 
Timetabling systems (Oliver), military simulation systems (Oliver, Charline); mining and 
water treatment systems (Jason, Catherine); and art, branding and promotional systems (Mia). 
The types of AI components in these systems also varied considerably, ranging from movement 
and light detection (Ahmed); data analysis (Ella, Henry, Charlie); natural language processing 
(NLP) and text mining (Henry, Mia); intelligent controllers (Ahmed, Jason, Catherine, Kei, 
Charline); robotics (Oliver); human in the loop decision making (Catherine, Jason, Mia, 
Charline); and simulation systems (Oliver, Mia, Charlie). Some told us about development 
processes used to build these AI components. These included agile methods (Ahmed), issue 
resolution-driven continuous integration (Ahmed, Ella, Oliver), data collection, wrangling, 
curation and integration processes (Ella, Oliver, Mia, Charline); various model training 
approaches including using realistic scenarios and human feedback (Ella, Henry, Jason, 
Catherine, Mia); rapid prototyping (Henry, Oliver); and obfuscation of data and/or creation of 
synthetic data, often to protect privacy (Mia, Charlie). We asked about specific ways trust-
related issues were specified and refined into target software system AI-based models. 
Approaches included privacy policies and security policies (Ahmed, Ella, Oliver, Catherine, 
Mia); identifying and testing for potential unbalanced data and/or biassed models (Mia, 
Charline); human-in-the-loop over-rides (Jason, Catherine, Charlie); certification requirements 
(Ahmed, Jason); end user feedback to refine requirements after deployment of models (Ella, 
Ahmed, Henry, Jason, Catherine); and testing developed models on realistic scenarios to refine 
requirements, implementation and training (Ella, Jason, Catherine, Mia, Charlie). 
 
Because our participants were situated differently in the industry, this gave us an opportunity 
to analyse how their approaches to trust cohered or differed. However, we emphasise that it 
was not our objective to compare how different participants from different industries defined 
trust in relation to the different technical requirements specifications their work involved. 
Instead, the aim of our interdisciplinary approach was to draw on an anthropological 
perspective to analyse their approaches to trust from the starting point of their experiences.  
 
 



 
Pseudonym Job Title Software Systems/ AI Technologies 

Ahmed Software Developer 
Software control systems for IOT devices; room 
occupancy detection, light etc auto-adjustment 

Ella Lead Engineer 
Customer relationship management (CRM); data 
analysis, work automation 

Henry Team Lead 
Recommender systems;  Natural Language Processing 
(NLP), text mining, semantic reasoning 

Oliver Product Manager 
Timetabling, Military simulations; simulation and 
optimisation 

Jason Mechanical Engineer 
Mining systems; Image Detection, robotic control, 
sensing systems 

Catherine Process Engineer 
Water treatment systems; Supervisory Control and Data 
Acquisition (SCADA) automation, monitoring, feedback 

Kei Strategy & Development Internet of Things (IoT); control, sensing 

Mia Marketing & Brand Manager Art creation, brand promotions; Internet of Things (IoT) 
control, sensing 

Charlie Software engineer 
Scheduling software, education software, health research 
software; data mining and analysis, recommenders 

 
Table 1. The interview participants (using pseudonyms for confidentiality) 
 
Anthropological ethnographers conventionally undertake fieldwork with participants in the 
sites of their everyday life. In the case of our research, undertaken during the Covid-19 
pandemic both we and our research participants worked from home, and our fieldwork was 
undertaken online. Recent literature about online ethnography, largely augmented by the 
pandemic, has demonstrated that it is possible to generate in depth ethnographic materials by 
engaging with participants through video calls and conversations (Pink 2021, Howless 2021). 
Due to the COVID-19 lockdowns in Australia our research was also undertaken online. 
Participants were interviewed, for an average of one hour, via Zoom giving us access both to 
their homes where they were working, and to the platforms they used through screen-sharing, 
which as Ritter (2021) also notes can offer modes of investigating their ways of knowing and 
practice. Screen-sharing allowed participants to take us through the specific tools they used, 
and to use diagrams when they needed to illustrate a particular point or story.  
 
The interviews were transcribed verbatim and the full transcripts were imported into NVivo 
qualitative analysis software. The data was initially coded in NVivo using the categories of 
interview questions including: the affective dimensions of trust, AI and automation, designing 
for trust, trust and trustworthiness and clients and user engagement. The next stage of analysis 
involved writing up a summary of the key findings, organised using the interview categories 
as well as longer ethnographic vignettes. This allowed the data to be analysed dynamically and 
iteratively, moving between the findings, authors and theoretical conceptualisations. Whilst 
NVivo is useful as a software analysis tool as it makes the process more efficient and allows 
one to explore different pathways in the data, ultimately there is ‘no mechanistic substitute for 
the complex processes of reading and interpretation’ (Hammersley & Atkinson 2007, 167).  
 
Findings 
In this section we outline the key findings from analysis of our interviews regarding how 
participants understood AI, trust and trustworthiness.  



 
Understandings of AI 
Acknowledging that uses and applications of AI are always contextual and that definitions of 
AI are contested across stakeholder groups, rather than impose a definition of AI on 
participants, we asked participants themselves how they define AI in general and in their work. 
While at a more fine grained level participants tended to cite their own experiences and 
sometimes different views regarding how AI would become part of their work and society, 
most participants concurred that intelligence or smartness as a key defining characteristic of 
AI. They differentiated AI from other modes of automation or automated decision-making 
(ADM) in the sense that AI can learn and AI-powered machines can be "taught". For example, 
one participant described how their company overcame the issue of facial recognition through 
the use of synthetic data, to "teach" the machine to detect "people" rather than recognising 
them. Others described AI as adding in technologies like sensors, for example, to “give the 
software eyes, and then they can program it to make decisions … getting towards the state 
where they can almost fully autonomise the system”  (Oliver, Product Developer). Participants 
also spoke from their everyday life experiences to define AI, for instance, one invoked the 
example of a kettle, suggesting “maybe it monitors your phone, it learns what time you wake 
up and what time you have coffee every day, and it automatically turns itself on. (Henry, 
Software Engineer Team Lead).  
 
Two software engineers we interviewed, pointed out that AI is over-hyped to the point people 
believe it can do things that in reality it cannot. One reduced it to simply being a set of 
techniques, which they said “could be used to predict something, that can be used to help 
automate something, that could be used to assist users”. Another participant described the AI 
“magic box” as simple “smoke and mirrors”, especially at the beginning of the process. They 
suggested that hype might be when marketing teams or project leads over-sell the possibilities 
of AI to clients; or when developers get carried away with doing something “cool” with AI, 
and shifting away from the core purpose of problem-solving for end users. Participants had 
differing views regarding whether humans should be involved when AI was used or 
implemented, but they noted that AI often requires a lot of tweaking and adjusting, especially 
at the beginning of the process, and that AI is expensive to build and this can be a lengthy 
process.  
  
Understandings of trust 
Trust is a complex concept, because it is used with different meanings and nuances across 
different academic disciplines, government and industry contexts, and in everyday life, usually 
in ways that are often not clearly defined. Participants did not cite theories of trust derived from 
academic or grey literature but presented what sociologists see as “common sense” ways of 
thinking about trust, sometimes reflecting on everyday life experiences to emphasise how it 
was part of their lives. For example: 
 

Society is based on sharing trust. When you go to a restaurant you put very, very, very 
big trust in the person who is serving your food, the person who cooked your food. It’s 
so easy to make you sick or just add something in your food and you may never notice 
it because they make it so tasty with all the spices. But we trust them. (Ahmed, Software 
Developer) 

 
Another participant described his preference for instant work communication to come via Slack 
rather than Facebook messenger: 
 



I guess cause probably not very logical reasons I guess because I started using it when 
it was pretty small I’ve been using it while it progressed into a bigger company but I 
knew of it when it was smaller and it seems it still has the right values (Charlie, Software 
Engineer) 

 
Such lay definitions of trust involve people thinking through their lives and looking for ways 
to exemplify trust, and thus participants tended to draw extensively on their own personal 
everyday life and work experiences to consider trust. However, simultaneously we found that 
participants were eclectic in their commitments to models of or views on trust, meaning that 
there is no single coherent view across our sample, not one single place in the process of 
developing, selling or using software for automated technology that trust was solely related to. 
Moreover, strikingly participants did not necessarily explicitly align their ideas about and 
commitments regarding trust to dominant narratives or initiatives in software engineering 
towards trustworthy AI, showing a common gap between scientific research and professional 
practice.  
 
The majority of participants described trust as something that could be gained or given, and 
generally saw it as something that it was desirable to obtain either from end users, clients or 
colleagues. However the specific relationships and sites within which they discussed 
encountering, experiencing or gaining trust varied. For example, Oliver, a product manager at 
a software company, described the role trust plays in the relationship between himself and 
clients, focusing on his “discussions that go ahead with clients in the background to try and 
evoke that, to communicate trust”. In some cases participants explicitly said that they trusted 
automated technologies. For instance Ella, a Lead Software Engineer, told us that “We give 
trust to the automation to make decisions for us”. While Jason, a mechanical engineer, who led 
a team in the mining industry, told us that he trusts the automated software used in the 
underground mine he works in because he is able to see the accuracy of the automation from 
his vantage point as he manages the team. However, he said that some members of his team, 
especially those belonging to the ‘older generation of coal miners’, trusted the technology less, 
sometimes taking over the machine manually. As he put it: 
 

We had this automation set up a couple of years ago. We tell it where the pitch is and 
just trust that the machine’s going to move itself the right way and not run into 
something, and that was really hard for especially the older generation of coal miners. 
(Jason, Mechanical Engineer)    
 

Indeed, it was not only older workers who drew the line between when an automated system 
might be trusted or not, but also the question might be contingent on the nature of the specific 
tasks that a machine was required to undertake. For instance, Ella, a Lead Engineer said that in 
her experience the AI products her team developed could not be used “to deliver critical 
systems”, explaining that “in a medical setting, or like aviation, so all those critical systems 
that you can’t embrace risks”. 
 
Yet while the idea that people would trust a technology to undertake a task in practice, the 
question of where and how trust relationships might start can also be located earlier in the 
development process. Oliver, the Product Manager, told us when asked about the place of  trust 
in the process of developing a software application, that it is not the system that builds trust. 
Rather, for Oliver the key question related to how software companies elicit trust from their 
users is: “It’s not that I want a system that builds trust, it’s how do you get people to trust 
something that is being built”.  



 
Other participants referred to trust as part of a relationship in work teams, whereby a team 
leader would trust their team to deliver, as Ella, Lead Software Engineer, expressed it: “We 
encourage trust where you give developers trust, we trust them to deliver what they think they 
can”. Two participants who work closely with software developers - in marketing - also situated 
trust as being invested in their wider team, in that they said that they trust that the software they 
sell has been thoroughly tested before going out to the end user. 
 
Almost all of the participants saw trust is something that builds, accumulates or is created over 
time. For example, Catherine, a process engineer trained in chemical engineering, told us about 
how the decision to introduce an automated system used to run the water treatment plant where 
she works as a process engineer came about (Catherine, Process Engineer). Part of her role 
involved monitoring the system. She estimated that it had taken two years to convince the board 
of the plant to automate the system. Concerns about cybersecurity for example, needed to be 
assuaged. She suggested that  
 

The only reason we got it by was by spending the money to get this AI system in. By 
not having to build a new part of the plant, it was going to save them millions of dollars. 
And [have] all the assurances with cyber security. That was like a huge big deal for 
them. (Catherine, Process Engineer) 

 
Jason described how it was taking time for the older generation of employees in his company 
to become familiar with the automated software, often overriding the systems and running the 
machinery themselves. He described how it was a:  
 

Classic situation, “I know how to drive this thing. I’ve been driving it for 15 years. I’m 
really good at it”, but the computer’s better. Every single day, the computer’s better 
than them, but they don’t trust it. So, they’ll do what they think is right, which 90% of 
the time is, but then that 10% of the time, they’re actually wrong, stuff something up, 
and it causes us a big delay when we break something or bend it the wrong way or those 
types of things. (Jason, Mechanical Engineer) 

 
For them - he explained - it is hard for them to trust what they cannot see, they cannot see the 
results since they are stored in the computer, for them the accuracy of their own experience 
was superior to the automated software. Jason trusted the software more than his team did 
however - like Charlie - he watched the software closely for glitches, feeding information back 
to the software developer to improve the system. He trusted the software but often felt like he 
had to babysit it. In these trust was not an experience that was generated by specific 
characteristics of the system, but rather it came about when people became open to trusting the 
system to undertake specific tasks.  
 
We learned that participants saw trust as being contingent on the relationship between a person 
and a technology, rather than inherent in the design of the technology. For instance, one 
participant framed trust as something that exists between the end user and the system, not as 
something that is built into the system itself. The idea that trust in technology is contingent on 
the social relations that it becomes part of was further illustrated by Henry, a team leader in 
software engineering, who pointed out, he might trust the software he creates and sends out 
into the world but he doesn’t trust how someone else might take up what he has created. As he 
expressed it:  
 



Someone comes along and decides that they’re going to use my service with some other 
stuff that I’ve not considered, right. Now the trust is broken somehow, now I’ve got to 
go back and fix it, but nothing has changed at my end, right. I’ve not changed the code, 
I’ve not changed the model, like the AI part, and I’ve not changed, I’m still the same 
person that created it. (Henry, Software Engineering Team Lead) 

 
Participants therefore located trust in different aspects of the process of the development and 
use of software.. They also variously spoke of how different elements may need to configure 
to constitute trust, including for instance, user experience, performance, predictive capacity, 
how it's presented, and explainability. When they spoke of trust they often used conventional 
definitions that imply that trust is transactional or interactional. Their discussions were also 
based on their contextual experience and on where they were situated in the industry, such as 
developers or in marketing or in other roles and in relation to the different fields they referred 
to such as water treatment, health or mining. In anthropological research one of the aims is 
often to engage with the specifics of everyday life and contextual experiences and seek to 
understand the patterns that emerge across different contexts (see Table 1). Indeed in, an 
analysis of their experiences of trust design anthropologically - to ask where and how trust 
emerged as situational, contingent and shifting as new circumstances came about - it is clear 
that there were common factors; the relations and experiences of trust our participants referred 
to did not necessarily correspond with the idea of trust as something that could be gained, won, 
or fixed in a technology. In common, when asked to consider trust as part of these processes 
participants identified trust as something that was constituted in particular relationships, which 
would be generated, but would be different for people who were differently situated (e.g. 
generationally or in relation to their expertise), could shift and change, and that was contingent. 
These experiential dimensions of trust are significant in helping us understand how trust was 
part of the working lives of the software practitioners we worked with, in a practical sense, 
rather than in a discursive sense.  
 
Significantly our research also reveals how practitioners spoke about the concept and 
experience of trust in ways that correspond largely with their sociotechnical relationships at 
work and in their everyday lives, and they did not refer directly to either the engineering 
literatures or industry narratives regarding trust in AI that we have outlined in the literature 
review above.  
 
Trustworthiness 
While trust appeared as situational and evolving, in our discussions with participants, 
trustworthiness was understood as a quality of software. However, similarly it was not 
necessarily seen as a fixed quality or as something that could exist independently of the 
relationships within which the software was applied. In addition the ways in which participants 
discussed trustworthiness depended on the specific nature of the roles they played in the 
industry, as set out below.  
 
The participants who worked directly in the design and development of software such as 
engineers and developers, described trustworthiness as a dimension of the software itself, as 
something that can be coded into the software architecture, but that would not necessarily be 
activated or apparent initially. Two participants suggested, for example, that trustworthiness 
and people’s trust in the software could be measured or evaluated through the process of 
development and use. For instance, Henry, a software engineering team lead, suggested that at 
the beginning of the development process there would be “many assumptions of why it [the 
software] wouldn’t be trustworthy” meaning that they would ask themselves: “what do we need 



to be able to tweak to get this system working, to then get to the point where evaluating trust 
makes more sense”. Ella, a lead software engineer, likewise suggested that with the 
“architecture and characteristics for data security, security in all those things” in place, then 
“we could come with measurement for trustworthiness, and trust itself”. The idea of measuring 
trustworthiness was also expressed by Ahmed (also a software developer) who posed: “Can we 
establish trustworthiness metrics for headphones, for example, and then…the government 
could manage and define the metrics… and [provide] tax relief”. That is, could the government 
incentivise products that have software that meets trustworthiness metrics. 
 
Three participants in product and marketing were more inclined to describe trustworthiness as 
something that can be communicated between a project manager and a client, or a user and a 
software application. This resonated with their understanding of trust as something that would 
come about in these same relationships. However in the case of trustworthiness, like the 
participants working in software development and design they treated trustworthiness as a 
quality of the software, which nevertheless needed to be made visible before it would engender 
relations of trust. For example Oliver, who was a project manager suggested the “the soft 
aspects of [a] system, like trustworthiness” could be communicated on screen media, via an 
app or web service to explain, as he put it “what is this app doing with your data, and you can 
download all that data history”. He suggested that “high fidelity mock-ups” could be used 
during the design process to show these “soft aspects”.  
 
Summary of findings 
In this section we have outlined the findings of our ethnographic study in relation to three key 
questions: how did participants understand AI and how did they discuss trust and 
trustworthiness in relation to AI-based software. We found that participants saw AI as a 
technology with machine learning characteristics, which tended to be overly hyped, while in 
fact it was already part of everyday life. In relation to trust, participants based their discussions 
of trust on their own experiences or commonsense logics, rather than on current debates in 
academic or industry literatures. Generally participants understood trust as a contingent 
relationship or experience which would evolve over time, which corresponds with definitions 
of trust developed in design anthropological studies of trust in everyday life reviewed above. 
However their discussions of trust, and the relationships in which they assumed trust would 
come about tended to correspond to the roles they played in the software industry. In contrast 
to trust, participants tended to be more uniform in terms of their understandings of 
trustworthiness, which all attributed as a quality of software in ways that correspond to some 
degree with the engineering literatures reviewed above. Yet in their narratives the extent to 
which trustworthiness of software was activated or became visible to its users depended on the 
specific development of the relationships within which it was used or demonstrated. 
  
Recommendations for research and practice 
 
From our AI software engineering practitioner participant feedback, a key issue is defining for 
a system under development (or indeed deployed) what is “trustable AI-based software”? 
Participants indicated that such a definition is not straightforward and can depend on the nature 
of AI-based components, nature of the software system, perception of end users and so on. 
They also reported that the definition of trustworthy AI-based software varies depending on 
the perspective taken: developers, sellers, deployers, users, government, society. On a related 
issue, practitioners reiterated the need to obtain buy-in to trust when developing and deploying 
AI-based software. Trust is like security - it is very hard if not impossible to retrofit trust to 
developed and deployed software systems if not conceptualised, defined, designed-in early on. 



Several participants noted the user and system relationship that is quite different with AI-based 
software to traditional software systems and the need to achieve and maintain a trust 
relationship between user and system. Participants noted the need to gain this trust buy-in at 
the user, organisational and governance levels is critical to acceptance of AI-based software.  
 
As noted above our research was designed to investigate perceptions and approaches to trust, 
rather than to compare how participants understood trust in the context of specific technical 
requirements specifications, AI-based software design, implementation and testing. In so doing 
we wanted to be able to offer a more abstract analysis of the ways that trust is articulated 
amongst people who work in this industry. We regard this as the first analytical step that needs 
to be taken in order to view the way trust comes about from a fresh interdisciplinary 
perspective. However, we acknowledge the importance of capturing and monitoring security, 
safety, and other human aspects during requirements specification, design and implementation, 
and the bearing that this has impact on the generation of trust in software development 
processes is an area that demands further inquiry. 
 
It was clear from the interviews we performed that there is a critical need for software 
practitioners to build into their work practises a focus on trust and trustworthiness. Such 
practices need to be aligned with the differing agendas towards trust and trustworthiness of 
different stakeholders, including developers, end users, teams, and organisations both building 
AI-based software and those deploying and using it. There were questions as to whether 
fundamentally different work practices are needed to achieve the aim of building 
trustworthiness into AI-based software or whether traditional practices could be used and 
modified. Similarly, there is much industry and research hype around AI-based software 
development and issues of fairness, bias, reliability, ethical usage as well as trustworthiness 
issues. Navigating this is challenging for practitioners building next-generation AI-based 
software while both technologies rapidly evolve and individual and organisational expectations 
evolve. 
 
It was apparent from our study findings, aligning with related work discussed earlier, that 
concepts of trust, trust models, trustworthiness, and definitions, work practices and 
development tools to support engineering of trustworthy AI-based software are incomplete, or 
that knowledge of emerging definitions and approaches is patchy. Practitioners indicated that 
the formation of trust relationships between users and AI, how these relationships are defined, 
described and evolve, and impact of these concepts on end users of software vary. Participants 
didn’t use theories of trust but tended to base their definitions on their own experiences with 
technology in their own work and living situations. An interesting finding was developers 
losing control of how their software might in future be used and not trusting such contexts of 
use, end users and/or organisations putting it to these uses. Such unexpected or emergent uses 
of systems, and use of AI-based systems with other, unanticipated systems, may reduce 
trustworthiness of the AI-based software. The need to assume such unanticipated future uses 
may or will happen, consider potential future uses, and try and mitigate potential trust impacts 
is very challenging. A few participants highlighted the need for measures of “trustworthiness” 
during software development of AI-based systems and the need to address emerging 
“untrustworthiness” issues. As reported in recent literature, how to define, measure and monitor 
trustworthiness of AI-based software components is unclear and limited techniques and tools 
exist. Participants noted that end users could not see into AI-based software on the whole, and 
that approaches to surface or display concepts that aid in building trust between user and 
software could be beneficial. What and how to present to users in order to build and maintain 
trust is unclear for many applications. 



 
Participants and several recent research findings highlight limited treatment of concepts of trust 
and trustworthiness in software engineering and computer science education and training 
programmes. Most cover in some detail the requirements, design, engineering, testing and 
deployment of AI-based software components. Increasingly various ethical concerns relating 
to such technologies are addressed, including privacy, reliability, explainability and fairness. 
However, very limited coverage exists of defining trust, identifying individual and 
organisational concepts of trust, the building of trust relationships, how software developers 
and development teams build and maintain trust themselves, and how trustworthiness can be 
achieved.  
 
Conclusion 
At the beginning of this article we raised two questions. The first concerned the points made in 
our discussion in the above section relating to the diversity of definitions and perceptions of 
trust across academic disciplines, and stakeholders, including as our study has shown software 
practitioners working in the industry. There is clearly a need to advance a shared understanding 
of trust which encompasses industry, practitioner and everyday human engagement with AI. 
Future research might address this question, of how and if it would be possible to generate and 
disseminate a collective concept and perception of trust across these different layers of theory 
and practice, and what benefits it might lead to. The purpose of gaining trust is usually 
embedded in organisational business models, in the technology industry, and as noted above, 
offered as a service by consultancies. However it is notable that corporate, marketing or UX 
testing approaches to trust in AI or AI trustworthiness developed either by technology 
companies or by the organisations were not discussed by our participants; our interviews 
focused on AI and software applications rather than their views about corporate approaches to 
trust, however it is also indicative that participants did not raise this issue. We suggest that this 
layer of tech workers’ commitment to trust should be investigated  in future research.   
 
Our second question referred to the training and skills that future software practitioners might 
need to work towards creating trustworthy AI. The answer to this question, we suggest, is 
related to the first question; we must connect the way that trustworthy AI development is taught 
to software engineers more closely to the ways that trustworthy AI is experienced, expected 
and anticipated by those who use it in everyday life. We must also maintain our awareness of 
the contextual nature of AI applications and the ways that trust and trustworthiness might come 
about across different contexts. That is, our responses to both of these questions indicate that a 
new interdisciplinary research agenda for trust in and trustworthy AI is required. We must 
engage the computing and social sciences together towards a theoretically and practically 
coherent focus on trust which reframes its treatment as a commodity, towards analysing the 
possibilities of trust as a connecting thread, between disciplines, stakeholders, practitioners and 
technologies. 
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Notes 

1. Our focus is on trust and trustworthiness, rather than on the extensive debate on AI 
ethics, we engage with questions related to ethics here where they overlap explicitly. 

2. See for example : https://www2.deloitte.com/be/en/pages/strategy-operations/strategy-
analytics-mergers-acquisitions/solutions/trustworthy-ai.html, 
https://research.ibm.com/topics/trustworthy-ai, and https://ai-
watch.ec.europa.eu/topics/trustworthy-ai_en. 


