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Abstract

With the advent of agentic Al Software Engineering is transforming
to a new era dubbed Software Engineering 3.0. Software project
management (SPM) must also evolve with such transformations to
boost successful project completion, while keeping humans at the
heart of it. Building on our preliminary ideas of "agentic SPM", and
supporting literature, we present our vision of an "Agentic Project
Manager (PM)" as a multi-agent system for SPM 3.0. They will
work like a “junior project manager”, or an “intern project manager”
collaboratively with software teams. We introduce four working
modes, with varying autonomy levels to choose from, based on the
SPM task. This addresses concerns with ethics, accountability, and
trust related to agentic PMs. We also share insights on human PM
role evolution and new skill requirements as a “strategic leader” and
a ‘coach” for humans and agents. While creating the foundation for
agentic SPM research, we present a research agenda for the wider
research community.
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1 Introduction

Generative artificial intelligence (GenAl) advancements are lead-
ing us towards an "Agentic AI" era [30]. Agentic Al refers to au-
tonomous Al systems that achieve complex goals through autonomous
decision making, proactive task execution with minimum human
involvement, learn, and adapt by working with humans and sys-
tems. This makes agentic Al a “living system” in contrast to other
Al tools [40].

Recent studies envision Software Engineering 3.0 (SE 3.0, also
dubbed Agentic SE), a new era of SE, with agentic Al as teammates
working collaboratively with humans in the software development
[25]. Studies on the use of agentic SE have started identifying poten-
tial to assist in software development activities such as coding and
testing [1, 25]. These findings complement the ongoing practitioner
discussions about the use of Al agents in SE, such as Zapierl, for
task automation [30], Al-powered assistants such as GitLab Duo?,
Anthropic’s Claude Code?, Sourcegraph Amp* [23], and Rovo Dev®
in code generation and software testing. With this paradigm shift,
there is a need to redefine existing methodologies, roles, practices,
and artifacts across the software development life cycle (SDLC),
without limiting it to programming [19].

We also noted that practitioners anticipate agentic Al is com-
ing closer to becoming a reality in software project management
(SPM). A recent report on Al in Project Management by Project
Management Institute (PMI Sweden chapter) [33] has identified
Information Technology (IT) as one of the top three sectors that
uses Al in project management. As part of the ongoing Al evolution,
it is expected to have virtual project assistants to facilitate human
project manager (PM) [33]. Some practitioners presume a role like
“Al-enhanced project manager” by 2030 [28].

We concluded our recent review of practitioner literature on the
use of GenAl in SPM with a brief vision of agentic SPM, where Al
agents act as assistants to human PM in different SPM tasks, and
the human PM interacts not just with people and processes but
also with those SPM agents [7]. However, with evolving agentic Al
concepts, this raises concerns about coordination overheads and
the need for integrated or unified agentic systems [11, 19]. Some

Lhttps://zapier.com/ai
Zhttps://about.gitlab.com/gitlab-duo/
Shttps://www.claude.com/product/claude-code
“https://sourcegraph.com/amp
Shttps://www.atlassian.com/software/rovo-dev


https://orcid.org/0009-0006-1848-3233
https://orcid.org/0000-0002-3592-8250
https://orcid.org/0000-0001-5147-8096
https://orcid.org/0000-0003-4928-7076
https://doi.org/10.1145/3786167.3788409
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3786167.3788409

AGENT 26, April 12-18, 2026, Rio de Janeiro, Brazil

sources debate that simply adopting agentic Al as a trend can cause
project failures due to high cost, lack of business value mapping, low
acceptance by users, or poor risk management [15]. Lack of focus
on such aspects has also been reported to cause failure of GenAI
investments in more than 95% of organizations [31]. Therefore, we
address the following research questions in this vision paper.

(1) How SPM will evolve with Al to facilitate agentic SE?

(2) How should an ethical multi-agent project management assistant
be designed and used while balancing autonomy?

(3) How should the human PM role evolve to facilitate responsible
human-agent interactions?

Referring to emerging literature, we present the "SPM with AI
Roadmap” (in section 3.1), and build upon our earlier vision to
propose an ethical "agentic PM" along with four "working modes"
that adjust the autonomy of agentic PM based on each SPM task.
We elaborate on how and why human oversight should be provided
at each working mode to promote responsible human-agent inter-
actions (in section 3.2). We also provide insights on human PM
role evolution with skills requirements in the agentic SPM era (in
section 3.3). Our proposed vision will guide Al developers in devel-
oping a trustworthy agentic PM to increase the level of acceptance
and adoption. Current (human) PMs can gain an understanding
of their role evolution and upskilling requirements needed to fa-
cilitate better human-agent collaboration in the agentic SPM era.
Furthermore, we provide a research agenda based on this vision (in
section 5).

2 Related Works

2.1 Agentic Al

The pubic launch of ChatGPT in November 2022 made revolu-
tionary changes across multiple industries and sectors [36]. These
GenAl tools are now evolving into AT Agents and Agentic Al [30, 36].
Al agents are designed as an individual entity that automates a par-
ticular tasks with own reasoning capabilities [22, 36, 40]. On the
other hand, Agentic Al is evolving as a solution for the coordination
overhead issues when working with single agents for multiple tasks.
Agentic Al is considered a living system given its advanced and
unique capabilities in achieving complex goals through autonomous
decision making, proactive task execution with minimum human
involvement, multi-agent coordination, and learning and adaptabil-
ity [36, 40]. Researchers in the SE discipline have started exploring
the possibility of agentic SE, a new era in SE supported by agentic
teammates, with ongoing agentic Al trends in the software industry
[19].

2.2 Agentic SE

A recent vision paper envision Software Engineering 3.0 (SE 3.0, also
dubbed Agentic SE), a new era of SE, with agentic Al as teammates
working collaboratively with humans in the software development
[18]. They highlight the need for redefining the SE roles [18] and
how humans collaborate with agentic teammates to reach maximum
potential [40]. Agentic Al is not expected to replace existing roles
but will require redefining those roles to have a clear understand-
ing of synergy between human teammates and agentic teammates
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[18, 25], while keeping humans at the heart of the software devel-
opment life cycle [1]. However, most of these current studies focus
only on agentic Al in programming and testing [1, 19, 25]. SPM,
must also evolve when restructuring the SDLC with agentic Al, as
it facilitates successful project completion, while managing avail-
able resources and constraints [1, 7, 19]. Recent Roadmap article
presents SPM as one of the outer loop activities in SDLC that they
expect continuation of human role assisted by Al rather than full
automation [1]. Therefore, it is crucial to explore how SPM could
evolve to support agentic SE and identify responsible human-agent
interactions.

2.3 Agentic Al and SPM

Several studies have identified the potential of AT and GenAl tools
to assist PMs in the automation of routine tasks such as SPM artifact
creation [7, 12, 24], predictive analytics [7, 12], data-driven decision
making [7, 12, 24], enhancing communication and collaboration
[7], and better risk management [7, 12], supporting PMs in saving
more time for strategic activities [7, 12, 24], and achieving project
success [7, 12]. Software practitioners have started to perceive Al
as an assistant or a copilot rather than a tool [7].

A vision paper in 2023 (pre-GenAlI) has proposed a vision of aug-
mented agile with a conceptual “agile co-pilot”, a human-centered
assistant in agile project management. They emphasize the need
for having human-centered values embedded in Al tools and under-
standing the roles of the human PM and Al assistant rather than
using Al as a replacement for the human PM role [20]. Building
upon this vision and considering emerging practitioner discussions,
we recently proposed the idea of "agentic SPM" with evolving
Al capabilities. Our review study focused on reporting the use of
GenAl in SPM using practitioner literature. As a conclusion, we
presented the idea of having Al agents as assistants to the human
PM, proactively executing SPM tasks and decision making with
some human oversight. We highlighted the need to expand on that
vision further to identify practitioners’ perceptions towards agentic
SPM, and task delegation between human PM and SPM agents to
ensure ethical human-AI collaborations [7].

Having SPM agents as "assistants" or "junior PMs" can support hu-
man PM with saving time from routine tasks to focus on strategic
tasks [7, 16, 22, 28]. It is also expected to facilitate data-driven
decision making [16, 22], increases efficiency and productivity
[7, 16, 22], and achieve project success [16, 22, 28]. In addition
to those expected benefits, practitioners also discuss possible chal-
lenges with agentic SPM such as privacy and ethics, accountability,
trust, skills gap, and fear about job security [16]. Some sources also
highlight the need for developing ethical Al systems and gover-
nance frameworks given the increase in risks when increasing Al
autonomy [9, 11, 22, 38]. A recent study has demonstrated that
losing human control over an Al system could create a negative
impact on the society [38]. Similarly, a recent IBM article also ex-
plains that agentic Al could raise more risks and ethical concerns
with increasing autonomy. They emphasize the importance of en-
hancing human accountability and ethical oversight in addition to
technological guardrails along with agentic Al evolution [9].

In alignment to these discussions, a recent vision paper proposes
autonomy levels for Al agents by identifying autonomy in Al agents
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as a “double-edged sword” that also causes concerns while providing
the benefits [14]. They propose five autonomy levels with user
involvement from the minimum level as “an observer” to higher
user involvement as “an operator”. In that study, they propose more
autonomy for the agent with just human monitoring under the
"Level 5: User as an Observer". Then they propose "Level 4: User
as an Approver", "Level 3: User as a Consultant”, "Level 2: User as
a Collaborator”, and "Level 1: User as an Operator”, which require
more user involvement and the lowest autonomy for the agent.
Along these levels, from level 5 to level 1, autonomy of the agent
decreases while increasing the user involvement. They expect this
model to guide future vision of agentic Al design and usage across
various sectors. That would help promote responsible human-agent
interactions, address concerns on ethics, accountability, trust, and
fears of job security [14].

Another recent study on multi-agent systems for scaled agile
projects has raised concerns about coordination overhead when
single Al agents augment individual tasks [11]. Studies recommend
future visions to build around interconnected multi-agent systems
which are more proactive in task management, suitable for complex
goals and dynamic environments, capable of reasoning, learning,
and adapting [2, 36] to facilitate the envisioned agentic SE evolution
[1, 18, 19]. Therefore, in this paper, we extend our prior vision to
accommodate such a multi-agent system beyond individual agents
and introduce the idea of an "agentic project manager (PM)", an
adaptable and ethical multi-agent system for SPM that works like
an "intern PM" or a "junior PM".

We also note the need for clearer task delegation between hu-
man PM and agentic PM, along with defining appropriate levels of
autonomy for each SPM task performed by agentic PM [19]. Such
an understanding is crucial to promote appropriate trust and ac-
ceptance of agentic PMs by humans [7]. In doing so, we expect the
human PM to take the role of a "coach” who guides, supervises, and
facilitates the team, including agentic teammates, towards success-
ful project completion.

3 Agentic SPM
3.1 SPM with AI Roadmap
How SPM will evolve with Al to facilitate agentic SE?

SPM with AI Roadmap demonstrates the evolution of SPM
with Al and the possibility for an "Agentic SPM era (SPM 3.0)"
having agentic PMs working under human control (Figure 1).
We cannot still predict a fully autonomous SPM future given
the human-centric nature of SPM and few studies focusing on
SPM evolution with LLMs.

SPM transitioned from (manual) human-led SPM era (SPM 1.0)
that used whiteboards, pens and papers to tool-supported SPM era
(SPM 1.5), where SPM tools such as Microsoft Project, cloud-based
platforms like Jira, and Trello [6] came to facilitate SPM activities,
even supporting agile practices [29]. With emerging Al capabilities,
we then entered the Al-augmented SPM era (SPM 2.0), where Al
became an assistant, or a co-pilot [7, 12, 20] in SPM. SPM tools
started integrating Al (e.g., Rovo®) to facilitate successful SPM [7].

Shttps://www.atlassian.com/software/rovo
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Tool-assisted
SPM
Use of SPM tools to

support human PMs
(E.g., Jira, MS Project,
Trello)

Agentic SPM
AT agents for specific SPM
tasks [7]

Agentic PM (multi-agent
system) with adaptable working
modes for each SPM task
Manual SPM This visi,

his vision paper
SPM tasks manually
handled by human PM

Al-Augmented SPM
Use of Al and GenAl as assistants
or co-pilot in SPM tasks (E.g.,
agile copilot proposed by [20],
Atlassian Intelligence, Rovo)

Decreases human PM involvement and their workload

Increases Al autonomy in SPM tasks

Figure 1: SPM with AI Roadmap (following [18])

This evolution to SPM 2.0 is parallel to the Al-augmented SE (SE
2.0) era in the SE evolution proposed by [18].

In our recent review study, we concluded with a vision about
AT agents for SPM tasks and the possibility for an agentic SPM
era (SPM 3.0) [7]. Now, we extend our vision aligning with Agentic
SE (SE 3.0) transformations in [18] and propose "agentic PM"
as a multi-agent system to support the upcoming agentic SE era.
Agentic PM can facilitate complex goals by perceiving the scenarios
based on multiple data sources, make decisions, and manage tasks
proactively once allowed to them by the human PM [2]. After
executing the tasks, they can learn and adapt from the feedback of
human PM and team members (Figure 2).

Along this evolution, we notice an increase in Al autonomy
while automating more SPM tasks and positioning the human PM
as a "coach” who guides, supervises, and facilitates the team, in-
cluding agentic teammates, towards successful project completion.
Although [18] envision an autonomous SE (SE 4.0 and 5.0) era, we
do not envision a fully autonomous SPM future or replacement of
the human PM role now or in the near future. The human-centric
nature of the PM role [1], strategic leadership, emotional intelli-
gence, empathy, and ethical oversight crucial in SPM, still require
the presence of a human PM. A recent article presents SPM as
one of the outer loop activities in SDLC is expected to continue
with human control assisted by AI rather than full automation
[1]. The recent future of jobs report by the World Economic Fo-
rum also presents human-centric skills such as analytical thinking,
creative thinking, agility, empathy, and active listening as core
skills required in the future despite the Al evolutions [41]. Further-
more, software management has been highlighted as one of the
most under-researched activities in studies using Large Language
Models (LLMs) for SE activities [21], suggesting much progress is
needed before higher levels of Al autonomy can be expected in SPM.
Therefore, we present our vision of an agentic PM as an assistant to
human PM for SPM 3.0 era (in Section 3.2) with adaptable working
modes and insights on human PM role evolution (in Section 3.3).
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3.2 Agentic PM for SPM 3.0

How should an ethical multi-agent project management

assistant be designed and used while balancing auton-
omy?

Agentic PM is an ethical, multi-agent PM assistant that can
perceive the tasks at hand using multiple data sources, make
decisions, and take actions based on the assigned working
mode (Figure 2). We propose four working modes (guided AIl-
autonomy mode, supervised-Al mode, Human-AI collaborative
mode, and Al-assisted mode) to determine the autonomy level
of the agentic PM based on task complexity and risk level.
(Figure 3). Agentic PM can also learn and adapt from human
feedback.

Our proposed agentic PM (multi-agent system) is expected to
act as a “junior PM” or an “intern PM” on multiple SPM tasks col-
laboratively with the human PM and team members (human and
agentic) represented in Figure 2.
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Figure 2: Agentic PM as an assistant to human PM

The agentic PM will be composed of multiple sub-agents work-
ing on specialized tasks and a coordinating agent that centrally
coordinate all sub-agents, and communications between sub-agents
and with humans. The agentic PM will perceive the tasks at hand
using multiple data sources related to the scenario, and the assigned
working mode. Then the coordinating agent can decide by analyzing
data and assign the tasks with the working mode to specialized sub-
agent(s) to take actions based on the assigned working mode. Once
sub-agent executed the task, outcomes will be returned back to the
coordinating agent. Human PM and the team members can then
review those outcomes, approve/reject them, and provide feedback
for the agentic PM to learn and adapt. Human PM can also termi-
nate the actions at anytime if needed via the coordinating agent.
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The coordinating agent will then communicate the decision and
the feedback with the particular sub-agent to execute that action
and learn for future actions. The agentic PM will include a central
database to store all the outcomes, feedback, decisions, and related
logs for governance and learning purposes.

The four main capabilities of the agentic PM are described below.

3.2.1 Perceive. Agentic PM will first understand the assigned
task and working mode by gathering information from multiple
input sources such as SPM tools (e.g., Jira, Microsoft Project, Trello),
documents (e.g., project plans, reports, software requirements speci-
fication), emails, user activities, databases, other agentic teammates,
and online resources related to the scenario. However, we expect hu-
man PM to review and adhere to relevant national, organizational,
or stakeholders’ guidelines on data sharing and privacy when con-
necting the agentic PM with such data sources. This could minimize
the ethical and data privacy concerns [7].

We adapt the concept of varying autonomy levels for Al agents
proposed in [14] to our context of the agentic PM and propose four
working modes, providing an opportunity for human PM to change
the autonomy of the agentic PM considering the task complexity
and risk level (Figure 3). Complexity or difficulty of a task refers to
the capability of human or agent to meet the specific requirements
needed to perform a task (e.g., creativity, expertise knowledge,
social skills, effort). Risk can be identified as the uncertainty of
the outcomes associated with delegating the task and their impact
which create the need for accountability towards the outcome. This
will minimize the risks associated with giving full autonomy to
an agentic teammate [14, 38] and align with the vision of keeping
human control as suggested in [19]. This would be similar to how
we select different modes in LLMs (e.g., deep research mode in
OpenAl for writing report) based on the nature of the task.

(1) In the guided AI-autonomy mode (f@’»'), the agentic PM can
perform tasks with a higher autonomy but require human PM
review upon final outcomes. We suggest less complex, and low
risk tasks for this mode (e.g., meeting note taking, reminders).
Human PM is accountable for carefully assessing the potential
risks before assigning this working mode. This is somewhat
similar to the idea of "Level 4: User as an approver” proposed by
[14]. The human PM must provide detail instructions first and
review the outcomes to approve or reject and provide feedback
for the agentic PM to learn and adapt. Currently, we have AI
meeting assistants such as Otter.ai, Fireflies, and Al integrations
in video conferencing platforms such as Zoom and Microsoft
Teams for meeting note taking. Although these AI meeting
assistants can enhance the efficiency and productivity of PMs,
possibility for concerns about data accuracy, misinterpretation,
and ethical concerns such as data privacy have been reported
[34, 37, 39]. Given the possibility for similar concerns in the
agentic PM, we propose a guided Al-autonomy mode rather
than a full autonomy level suggested in "Level 5: User as an
observer” of [14]. The human PM oversight is encouraged for all
outcomes, rather than over relying on the agentic PM [37, 39].
In the supervised-Al mode (%) we expect the human PM
to provide the overview and expectations of the tasks to the
agentic PM, and then the agentic PM could make drafts or pre-
pare for the task (e.g., draft emails, reports). The agentic PM

@
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will consult the human PM time-to-time for feedback and fully
execute the task once the human PM approve the modifications
(e.g., sending finalized email or reports to stakeholders). This
mode is proposed with reference to the "Level 3: User as a Con-
sultant” autonomy level suggested by [14]. We can consider the
deep research mode in OpenAl and Google Gemini as some
related current examples [14] that still need human oversight to
review and modify those drafts to avoid hallucinations, include
any organizational or project-specific information missed in the
drafts, and to avoid data privacy concerns [7].

(3) Human-AI Collaborative mode (EOS) will be suitable for tasks
that require collaborative inputs from the whole team such as
sprint planning, effort estimation, retrospectives, etc. Human
PM and team members (both human and agentic) should interact
with the agentic PM only as another collaborator supporting
with data analysis and insights, while avoiding over reliance
[7]. Preliminary work in this area is already being done for
agile effort estimation [10]. This working mode aligns with the
autonomy "Level 2: User as a collaborator” proposed by [14].

(4) We suggest using AI-Assisted mode (@) when working with
complex and strategic tasks such as project planning (wider
impact upon whole project), negotiating, and mentoring which
require more critical thinking and human-centric skills. Human
PM needs to lead all activities under this mode, and the agentic
PM works only as an assistant to data analysis and provide
suggestions once requested by human PM. Through a global
survey among PMs across various sectors, a recent PMI report
also presents stakeholder management, project communication
and project budgeting as the top three areas that have the lowest
Al impact [33]. This working mode is suggested based on the
"Level 1: User as an operator"” autonomy level proposed by [14].
Rovo, Microsoft Copilot, ChatGPT, Gemini are some current
examples that works in a manner, which provide outcomes
when users prompted them to. Still human PM needs to carefully
review the agentic PM’s outcomes to avoid hallucinations and
analyses practical applicability of those suggestions.

Table 1 presents some examples of how an agentic PM is ex-
pected to work in each working mode’, their success condition(s),
anticipated risks requiring human PM oversight, existing examples,
and their reported ethical incidents.

Human PM can assign the suitable working mode by carefully
assessing task complexity and risk associated with the assigned au-
tonomy. In our preliminary vision, we consider these two common
task-specific factors to provide a sample illustration to guide human
PMs on mapping SPM tasks to suitable working mode (Figure 3).
Human PM involvement should increase with the task complex-
ity and risk level while reducing the autonomy of the agentic PM
as proposed in [14]. However, accountability for outcomes in all
working modes should remain with the human PM as the ultimate
decision maker and an ethical leader. This also supports the "whole

"Note that some SPM tasks could be mapped to more than one working mode depending
on the scenario (e.g., We state project planning as a suitable task under Al-assisted mode
considering the high complexity, high risk, and need for more critical thinking required
in most scenarios. But in some cases (e.g., small project with simple requirements),
could assign Human-AlI collaborative mode to the agentic PM in project planning). We
present a preliminary vision to guide human PMs on ethical human-agent interactions
with example scenarios which human PMs can adjust suited to the particular scenario.
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Figure 3: Sample illustration of SPM task mapping to working
modes in the agentic PM based on task complexity and risk

of process” vision and the principle of ethical alignment for Agentic
SE introduced in [19], in which all actions should be designed with
ethics in mind and ultimately remain under human control. Also,
our proposed agentic PM vision with the above four working modes
supports the idea that activities such as SPM would stay under hu-
man control, assisted by Al rather than full automation [1, 26].
Therefore, we introduce only four working modes by adapting the
autonomy level 1 to level 4 and excluding a fully autonomous mode
like level 5 in [14] for our agentic PM vision.

3.2.2 Decide. The coordinating agent can analyse the task as-
signed, working mode, input sources, and similar past assignments
to decide on the suitable task-specialized sub-agent(s) to assign the
task. It will then communicate the task, working mode, and other
information with that specific sub-agent to take actions.

3.2.3 Take Actions. Task-specialized sub-agents can then take
actions allocated to them by the coordinating agent. Agents needs
to consider the working mode since they will not take action alone
by themselves in most working modes. They require approval or
review of the human PM and team members in most modes. We
suggest multiple interconnected task-specialized agents within the
agentic PM system to perform several tasks based on the working
mode assigned by the human PM (e.g., planning agent, email agent,
meeting note agent, risk analysis agent, tasks management agent,
etc.). These sub-agents can communicate with each other via the
coordinating agent and the coordinating agent can escalate any
issues or conflicts among agents to human PM for their review and
decision.

3.24 Learn and adapt. Humans will have the capability to pro-
vide feedback to the agentic PM so it can learn and adapt in the
next iterations. The agentic PM will have a central database to
maintain logs on outcomes and feedback for future applications
using reinforcement learning capability. This will be similar to how
a human intern learns from PM’s supervision and team members’
feedback. Humans can also provide feedback on outcomes’ ethical
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Table 1: Examples for Agentic PM tasks performed in each working mode, their success condition(s), anticipated risks requiring
human PM oversight, Existing Examples, and their reported ethical incidents

‘Working Agentic PM s fes Anticipated risks (requiring Human Existing Ethical incident associated with existing
uccess condition(s) .
Mode task PM oversight) example(s) examples
e Notes could include inaccuracies,
wrong inferences, private, confiden-
Guided Autonomously initiates tial or senmtlvebmfo}imagog thatA was Otter.ai, Leakage of information from a confidential
Al-Autonomy Meeting notes meeting notes taking and ?Ot meant to be shared in written Fireflies, company discussion with unintended parties
= taking shares with all attendees orm . . Granola, etc. by Otter.ai after a Zoom meeting, leading to
Mode (&) post meeting ¢ Sharing meeting note with wrong [34] cancellation of business deals [4]
stakeholders or missing some atten-
dees when sharing
Two US judges have admitted the use of
e Missing important information Deep research ChatGPT afld Perplexity‘ in drafting court
within the document mode in filings that mf:luded fabrlcgted courtl cases.
Supervised- SPM Create SPM documents for . Documents 4m1ght lnclud.e inaccura- OpenAl, Thos? cour:{ ﬁhtngstwdef sutb]ected to Ju‘iéﬂtal
document presentations and sharing cles, wrong 1nf‘er'enc‘es, private, confi- Google nquiry and retracted due fo erroneous data
Al Mode (%) creation with stakeholders dential or sensitive information that Gemini [5], Deloitte refunding $440,000 worth
was not meant to be shared in written Perplexity ’etc. consultancy fee to AusFralian government
form [14] due to errors, and fabrlc'ated references in
the report generated using Azure OpenAl
GPT-40 [32]
. . Bui et al. [10] introduce Software Effort
Analyses user stories, past e Privacy concerns when sharing con- Estimation Agent (SEEAgent) that provide
Human-Al Sprint project data and suggest fidential project data hen justifications for the estimations to avoid
Collaborative Pl prin possible user stories for the e Inaccuracies in suggestions when ig- Rovo [8] hallucinations in general LLMs and consider
Mode (Ev&) anning next sprint and story point nored humar.l aspects such as team human values crucial for tasks like effort
estimations dynamics, skills, and workload estimation and sprint planning (also
suggested in [7, 20]
e Privacy concerns when sharing Rovo [8], )
) ) Analyse data related to project-specific or client-related GenAl tools Google AI repor?ed to produce 1n§ccurate or
Al-Assisted Project . A details ) . harmful suggestions (e.g., presenting Barack
; . project and provide insights . like Microsoft . .
Mode (&) Planning in project planning e Generate some inaccurate or unreal- Copilot Obama as the first Muslim U.S. President,
istic suggestions ChatGPT e,tc. glue as an ingredient for pizza) [3]

compliance, enabling agentic PM to learn and minimize such issues
in the next iterations.

human control [19]. Hence, the human PM role will not be replaced,
but rather augmented and assisted by agentic PMs as suggested

Our proposed vision of an agentic PM with adaptable working
modes can guide Al developers to create ethical agentic PMs and
their users on responsible human-AI collaborations. It will also
help in addressing the concerns such as clear task delegation, ac-
countability, trust, and fear of job security that leads human PMs
to accept and adopt agentic PMs to work together with them.

3.3 Human PM role evolution with Agentic SPM

How should the human PM role evolve to facilitate re-

sponsible human-agent interactions?

Human PMs must upskill themselves and evolve their role
into an "ethical and strategic leader”, or a “coach” who
guides, supervises, and facilitates the team, including agentic
teammates, towards successful project completion.

Emerging literature suggests the need to redefine SE roles with
the evolution of agentic Al in SE [18, 19, 35]. Similarly, we envision
changes to the traditional role of the software PM when having
an agentic PM as an assistant. In our proposed vision of agentic
PM, we rely on the idea that human-AlI collaboration is crucial
for successful project completion while keeping all actions under

earlier [20]. We propose an agentic PM as a junior PM or an intern
PM working together with the development team (human and
agentic teammates) and the human PM rather. This requires the
human PM to facilitate not just human team members but also
agentic PMs. Cognitive tasks such as project planning, strategic
decision making, stakeholder management, and negotiations rely
on the human PM, who can be assisted by the agentic PM’s data
analysis and insights [16, 33]. To align with the principles of ethics-
by-design and human, agentic, and socio-technical aspects [19], the
human PM will be responsible for maintaining ethical oversight and
improving human-agent collaborations to get the full potential of
agentic PM responsibly.

With this expected shift, human PMs will need to master essen-
tial skills for responsible human-agent collaboration and strategic
leadership. A recent practitioner discussion present the skills gap
as a challenge that emerges agentic Al evolution [16]. Through a
review of similar literature [7, 19, 35, 40] and practitioner insights
[16, 33, 41], we recommend human PMs enhancing skills such as:

e Data interpretation - Review and interpret outcomes from
agentic PM, who works mostly on data analysis and suggestions.
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e Ethical oversight - Ethics and data privacy knowledge to re-
view agentic PM’s outcomes and continuously monitor the agen-
tic PM for ethical compliance [9]. Human PMs must adhere to
national, organizational and stakeholder ethical guidelines [7].

o Critical thinking - The human PM acts as the ultimate decision
maker for most non-trivial SPM tasks and requires critical think-
ing to make strategic decisions. Human PM should also critically
evaluate the risks of different SPM tasks before assigning the
suitable working mode for the agentic PM.

o Interpersonal skills - Skills such as emotional intelligence [27],
empathy [17], strategic leadership, and communication remain
crucial for human PM in stakeholder management, negotiations,
and conflict resolutions.

Human PMs must upskill themselves and evolve their role into a
‘coach” who guides, supervises, and facilitates the team, including
agentic teammates, towards successful project completion.

4 Limitations and Future Work

We acknowledge the limitation of this study as a preliminary vi-
sion without empirical evidences. We present this vision paper
as a foundation for research on agentic Al and SPM to facilitate
emerging agentic SE visions. Given the emerging nature of litera-
ture on agentic Al in SE and SPM domains, where most literature
are yet pre-prints or vision papers, we plan to validate our vision
empirically and fill the research gaps. We also acknowledge that
our preliminary vision is limited to two task-specific factors (com-
plexity and risk) when introducing a sample illustration of SPM
task mapping to suitable working mode.

As a next step, we will conduct a survey to understand the practi-
tioners’ perceptions towards the agentic SPM vision and the agentic
PM with adaptable working modes. It will allow us to map the work-
ing modes to suitable SPM tasks and identify the factors influencing
the task delegation decision to the agentic PM through empirical
evidences. Based on the findings from the survey and follow-up in-
terviews, we will develop a prototype of this agentic PM which we
can later experiment with a software development team for valida-
tion. We expect to provide guidelines on responsible human-agent
interactions based on those experiments. We also plan to explore
practitioners’ perceptions on expected human PM role changes and
upskilling requirements with this SPM evolution.

5 A Research Agenda

In addition to our empirical studies exploring parts of this prelimi-
nary vision, we present the following as future research opportuni-
ties for researchers in agentic SE and agentic SPM domains.

e Factors affecting the acceptance of agentic PMs - It is recom-
mended to explore factors that support the adoption of agentic
PMs to promote them to achieve project success. It is also cru-
cial to understand the barriers for adoption and strategies to
overcome them. This can lead to the successful implementation
of agentic PMs while avoiding negative returns on investments
[15]. It is also encouraged to explore organizational strategies
to create awareness about agentic Al among employees, de-
velop guidelines on responsible human-agent interactions, and
facilitate necessary ethical or data security mechanisms.
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o Software team members’ perceptions towards having an
agentic PM - Future research can explore team members’ per-
spectives and experiences about agentic PMs in their team and
how team members would collaborate with agentic PMs. It can
also be expanded to explore collaborations between the agentic
PM and other agentic teammates (multi-agentic SE teams) given
the emerging research on agentic SE teammates [18, 25].
Exploring the applicability of agentic PMs in agile method-
ologies - Since our preliminary vision is not based on a par-
ticular SPM methodology, future researchers can explore the
applicability of agentic PMs in popular agile methodologies such
as Scrum [13], using case studies with scrum teams. Since our
proposed agentic PM vision also support agile values such as
learning and adaptability, we recommend future empirical stud-
ies to validate or build upon our vision to have agentic PMs in
agile team.
¢ Guidelines on responsible agentic PM development and
usage - With the evolution of agentic Al in SE, it is crucial to de-
velop responsible agentic Al design and usage guidelines [9, 19].
We provide the foundation by introducing various autonomy
modes for different tasks, and responsible human-agent inter-
actions in our agentic PM vision, which future researchers can
build upon and develop guidelines to support working with agen-
tic teammates. We also present the need for human oversight to
ensure ethical compliance when working with an agentic PM,
which can be further validated and explored in future studies
with practitioner experiences.
Impact of agentic PMs on the early career PM roles - We
note the need for exploring the impact of agentic PMs on early
career PM roles (interns/junior PMs) since the agentic PM is
supposed to act in a similar role within the software team. There-
fore, it is crucial to identify how early career PM roles should
be redefined with new responsibilities and skills.

e SPM education restructuring - SPM education needs to be
restructured, including agentic Al in curricula and evaluations
based on skills required for the agentic SPM era. Aligning with
the idea of building awareness about agentic Al through educa-
tion, which is presented in [19], future research can be carried
out on restructuring SPM education involving both practitioners
and academics.

6 Conclusion

Emerging literature envision agentic SE (SE 3.0) era [18], creating
a need for transforming aspects of SDLC, like SPM, to facilitate
agentic SE era [19]. Therefore in this vision paper, we build the
foundation by introducing "SPM with AI Roadmap" to present
evolution of SPM into agentic SPM (SPM 3.0) era supporting the
vision of [18]. We build upon our prior vision of having Al agents for
SPM tasks [7], and propose an ethical "agentic PM" along with four
"working modes" that vary the autonomy of agentic PM for SPM
tasks. These working modes provide guidance for human PMs in
determining responsible human-agent interactions and the need for
ethical oversight over the agentic PM’s outcomes. We cannot predict
a full autonomous SPM future or a replacement of the human PM
role given the human-centric nature and lack of empirical works
about Al capabilities in SPM [1, 21]. Therefore, we envision human
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PM to evolve their role to become an ethical and strategic leader or a
coach with this SPM evolution. We present upskilling requirements
for human PMs to support that role evolution.

Our proposed vision will guide AI developers in developing a
trustworthy agentic PMs and current (human) PMs on responsible
human-agent interactions, possible role evolution, and upskilling
requirements needed for the agentic SPM era. Since our study is
limited to a preliminary vision from emerging literature, we invite
future researchers in agentic SPM and agentic SE domains to carry
out more empirical studies and build upon the vision as suggest in
the research agenda (in section 5).
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